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            Every object that biology studies is a system of systems. 

 
Francois Jacob (1974) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

POPULAR SCIENCE SUMMARY OF THE THESIS 
The mammalian brain is one of the most complex organs consisting of around 200 billion brain 
cells. These cells are diverse in terms of their physical appearance and function in the body 
which is manifested in the characters and behaviors of an animal. Extensive work in the 
neuroscience field has been done to categorize this cell diversity into distinct cell types based 
on the features described above. Broadly, all brain cells in mammals can be grouped into two 
classes: neurons and glial cells. Neurons are responsible for the electrical impulses that drives 
the communication between neurons and different brain regions, while glial cells are 
traditionally described to serve as support and protection for neurons across the brain.  

To understand when and how brain cell type diversity emerges we have to study the brain in 
its developing phase, at the embryonic stage. Most of our knowledge about brain development 
originates from studies in mouse, chicken and zebrafish (vertebrates), but also fruit flies and 
worms (invertebrates). Despite partial species-conservation, human-specific differences are to 
be addressed. Some of these differences include higher cognitive functions and it is clear that 
human brain development differs markedly from that of common model organisms, 
considering their long gestational period. The brain derives from a specific cell-layer of the 
embryo, ectoderm, and appears during the third week after fertilization (i.e. postconception) in 
humans. This cellular structure undergoes morphological changes during development upon 
exposure to molecular stimuli, until finally reaching its mature state in the form of a brain.  

In this thesis, we studied the emergence of cell type diversity in the human developing brain 
during the 5 to 14 postconceptional weeks i.e. during the first and beginning of second 
trimester. We used single-cell RNA-sequencing to address this question, a technique 
commonly used for assessing cell type composition and diversity in tissues. This method relies 
on the fact that specific cell types have distinct signatures of gene activity – whether a gene is 
turned “on or off” –, which relates to their function in the tissue they derive from. Using this 
technique, we isolated individual single cells from different brain regions and measured the 
gene activities in each of these cells. Thereafter, we computationally grouped cells together 
based on their similarities in gene activity, and thus displayed their cell diversity. We collected 
nearly two million cells from all major brain regions. Overall, we mostly found immature cell 
types, in which some of them had partially acquired their characteristic mature gene signatures. 
We identified major cell types known to exist in the brain, with neurons appearing at week 5 
postconception. Surprisingly, we found a large number of immature glial cells that were region-
specific and emerged around week 6 postconception. Some of these glial cell patterns were 
observed in the adult mouse brain, which is highlighted in the first study of this thesis. 
Moreover, gene activity patterns change over time as the brain develops, and we show that this 
is measurable by resolving the cell division dynamics of specific cell types in the forebrain that 
are undergoing maturation. The second study in this thesis describes how to quantify how fast 
these changes occur in single cells. To summarize, we show that single-cell RNA sequencing 
is a powerful tool to study cell dynamics and that our findings may have future implications 
for understanding the human developing brain in both a healthy and diseased context. 



POPULÄRVETENSKAPLIG SAMMANFATTNING  
Däggdjurets hjärna är ett av de mest komplexa organen och består av omkring 200 miljarder 
hjärnceller. Hjärncellerna har olika egenskaper baserat på sina fysiska utseenden och vilka 
funktioner de har i kroppen. Dessa egenskaper ligger till grund för olika beteendemönstren hos 
djur. Omfattande studier inom neurovetenskapen har gjorts för att klassificera celler som 
distinkta celltyper baserat på de ovannämnda egenskaperna. Översiktligt, kan alla mammaliska 
hjärnceller delas in i två grupper: nervceller och gliaceller. Nervcellerna kommunicerar med 
andra nerverceller genom att skicka elektriska impulser mellan olika hjärnregioner, medan 
gliacellerna traditionellt fungerar som stöd och skydd för nervcellerna i hjärnan.  

För att förstå när och hur hjärnans celltyper uppstår, måste vi studera hjärnan i dess 
utvecklingsfas på embryonalstadiet. Majoriteten av vår kunskap om hjärnans utveckling härrör 
från studier på mus, kyckling och zebrafisk (ryggradsdjur), men även från bananflugor och 
rundmaskar (ryggradslösa djur). Trots likheter mellan olika arter, är de människospecifika 
skillnaderna inte fullt kartlagda. Några av dessa skillnader utgörs av våra högre kognitiva 
förmågor och med tanke på människans långa dräktighetsperiod är det påtagligt att mänsklig 
hjärnutveckling skiljer sig markant från den hos de ovannämnda modellorganismerna. Hjärnan 
utvecklas från ett specifikt cellager på embryot, ektodermen, som uppstår under den tredje 
veckan efter befruktningen. Denna cellstruktur genomgår åtskilliga morfologiska förändringar 
under utvecklingen och exponeras för olika molekylära stimuli tills den slutligen når sitt mogna 
tillstånd i form av en hjärna.  

Denna avhandling avser att studera uppkomsten av celltyper i människans hjärna under 
utvecklingen från vecka 5 till 14 (efter befruktningen), dvs. under den första- och början på 
andra trimestern. Vi använde oss av enkelcell-RNA-sekvensering för att studera denna process, 
en välkänd teknik som användas för att studera kompositionen av celltyper i olika vävnader. 
Metoden bygger på att specifika celltyper har olika gener som är aktiva – huruvida en gen är 
”på eller av” – vilket återspeglas i deras funktion och vävnaden de kommer ifrån. Med denna 
teknik isolerade vi enskilda celler från alla huvudregioner i hjärnan och mätte genaktiviteten i 
varje enskild cell. Därefter grupperade vi celler med lika genaktivitet digitalt, dessa grupper 
kom sedan att definiera alla celltyper. Totalt mätte vi nära två miljoner celler. Överlag, såg vi 
mestadels omogna celler, varav en del hade antagit mognare karaktäristiska egenskaper baserat 
på sina genetiska drag. Vi identifierade majoriteten av celltyper som förekommer i hjärnan och 
såg att nervceller kan observeras vid vecka 5. Oväntat nog, såg vi ett större antal omogna 
regionspecifika gliaceller som framträdde vid vecka 6. Dessa gliacell-mönster påminde om de 
vi såg i den vuxna mushjärnan som berörs i den första artikeln i denna avhandling. Vidare, kan 
genernas aktivitet ändras över tid som hjärnan utvecklas. Vi mätte denna förändring under 
celldelningsfaserna hos specifika celltyper i framhjärnan som genomgick en mognadsprocess. 
Den andra studien i denna avhandling beskriver en metod för att mäta hastigheten på denna 
förändring i genaktivitet hos enskilda celler. Sammanfattningsvis, utgör enkelcell-RNA-
sekvensering en kraftfull teknik för att kunna studera cellers dynamik. Våra upptäckter hoppas 
kunna öka förståelsen för mänsklig hjärnutveckling, både hos den friska och sjuka hjärnan.  



 

 

ABSTRACT 
The complexity of the mammalian brain is partly reflected in its cell type diversity which 
influences the function of neurons that encode the behavior of animals. Brain cell type diversity 
emerges during embryonic stages, a critical period when neurons start to become functionally 
active and establish their connectivity across the brain. Since the pioneering of single-cell 
RNA-sequencing (scRNA-seq), we can question when and how cellular diversity arises in the 
brain in a large-scale manner.  

This thesis aims to study the human brain during the first trimester by using scRNA-seq to 
obtain a global view of the basic principles of the developing brain. First, I introduce human 
embryology from a historical perspective and summarize key concepts in central nervous 
system (CNS) development. I review few gaps in the field related to our findings, followed by 
current approaches and nomenclatures used in the field of single-cell genomics that applies to 
development. To put our work into perspective, I present an overview of the latest efforts to 
study human brain development at the single-cell level, both in the healthy and diseased brain.   

Then I present the following two papers and a manuscript:  

In Paper I we used scRNA-seq to construct a cell taxonomy of the adult mouse nervous system. 
We describe two major groups: neuronal- and non-neuronal cells that were subdivided into 
distinct cell types. Overall, the neurons were transcriptionally similar across brain regions, 
whereas non-neuronal cells such as astrocytes, formed subgroups and were regionally distinct. 
The whole dataset revealed an organization that reflects the developmental origin of all cell 
types.  

Paper II describes a method, RNA velocity, that infers temporal changes from static scRNA-
seq gene expression measurements. By realigning sequencing reads, this method detects and 
makes use of the unspliced and spliced mRNA, whose relative abundance is used to measure 
the change of rate in gene expression (the time derivative) in different tissues. This method 
is particularly suitable for developmental lineages, which was shown and validated both in 
vitro and in situ in this study. 

Paper III presents a single-cell atlas of the human developing CNS across all major brain 
regions during postconceptional weeks (p.c.w.) 5 to 14. We observe that major cell classes 
emerge during this period, most of them being regionally diverse and to a surprisingly high 
degree among glial cells. We display the high resolution of this data by resolving several 
lineages in the forebrain and validated the spatial location of transcriptional cell types at 5 
p.c.w. by using single-molecule FISH. As a whole, this study represents a reference of human 
brain development during the first critical period in life.  

To tie these studies together, our findings on glial diversity were partially shared between the 
adult mouse and developing human CNS. We further showed that an RNA velocity-based 
method can be used to model the cell cycle dynamics in cortical tissue. To conclude, I discuss 
advantages and limitations of single-cell transcriptomics, its future challenges and how using 
this technology sheds light on the early human developing brain as is described in this thesis.  
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1 MODERN EMBRYOLOGY AND DEVELOPMENTAL 
NEUROSCIENCE 

1.1  INTRODUCTION 
Almost all animals on Earth, excluding porifera (sponges) and placozoans (Trichoplaxes) have 
a nervous system (Moroz 2009; Kristan 2016). The most primitive nervous systems are found 
in the Cnidarians, such as the Hydra (Ji and Flavell 2017). They have so called “diffuse nerve 
nets”, a group of nerve cells that assemble into ganglia, but lack a cephalic structure with a 
CNS. The evolutionary benefit of a nervous system is highlighted in the behaviours of animals, 
such as response to various stimuli, communication skills and physical interactions. The brain 
is arguably the most complex organ of the human body. This is supported by the fact that the 
nervous system is composed of a vast number of heterogeneous cell populations that signal 
through electrochemical impulses and together orchestrates the body to function. A major effort 
has been applied to understand how the collective activity of neurons gives rise to the behaviour 
of an animal and modern neuroscience has allowed us to couple anatomical, physiological and 
molecular features of neurons and glia (Südhof 2017). Developmental neuroscience is 
important for the understanding of how the mature brain gains its properties and functions, but 
can also teach us about the conservation of the evolutionary traits of the nervous system 
(Kristan 2016). Due to the nature of the embryology field, the difficulty in obtaining biological 
specimens has resulted in knowledge mostly about development of specific vertebrates and 
invertebrates used as model organisms, such as Gallus gallus, Danio rerio, D. melanogaster or 
C. elegans. 

1.1.1 Historical perspectives 

The interest in embryology can be dated back to the ancient Greeks, like Aristotle and 
Hippocrates who laid the groundwork for what we refer to as epigenesis today (Horder 2010). 
The development of an organism has continued to captivate many scientists throughout history, 
taking Leonardo Da Vinci’s anatomical drawings of a foetus as an example and later scientists 
during the Enlightenment period (Horder 2010). However, it was not until the time of Robert 
Remak, Christian Pander and Karl Ernest von Baer that the germ layer theory was confirmed 
and modern embryology began to develop (Horder 2010; Dupont 2017; Hopwood 2007). 
Studies of embryos had been mostly descriptive until the development of new staining 
techniques and more advanced microscopes. Embryology was not unified as a scientific 
discipline during most of the 19th century, but was for a long time divided into comparative and 
experimental embryology (even referred to as ‘developmental mechanics’) (Horder 2010; 
Hopwood 2007; 2019a). With improved preservation techniques and the foundation of cell 
theory, development could be studied in terms of cells and not only germ layers (Dupont 2017; 
Schleiden et al. 1847). Discoveries made in genetics during the early 1900’s, also contributed 
to the understanding of development, as many genes were found vital for the development of 
an organism (Gluecksohn-Schoenheimer 1940; Waddington 1939; Gilbert 2000a). During the 



 

2 

same time period, the Carnegie Institution made an immense effort to systematically make a 
descriptive collection of human development that are still used today (Hopwood 2019b; de 
Bakker et al. 2016). The Kyoto collection founded in 1961 along with newly founded tissue 
resources have contributed greatly to our understanding of human development (de Bakker et 
al. 2016; Hill 2018; Yasuda 2018; Lindsay et al. 2016; Kerwin et al. 2010).  

Not surprisingly, embryology and developmental neurobiology – often termed 
neuroembryology – were tightly linked since the nervous system develops very early. The 
discovery of ‘growth cones’ in human and chicken revealed that the axonal ends of neurons 
were guided towards its target in a chemotactic manner as a result of secreting substances by 
surrounding cells along the way (Hamburger 1981; Louis and Stapf 2001; Garcia-Marin, 
Garcia-Lopez, and Freire 2009; Morange 2009). This is in line with today’s knowledge about 
axon guidance and the growth of neurons, where secreted proteins like Netrins, Ephrins and 
Semaphorins either attract or repel growth cones by interacting with their respective receptors 
(Raper 2009). Modern developmental neurobiology has become more niched since the 
discovery of the organizer region, that induces the formation of the neural plate and gives rise 
to the nervous system (Spemann and Mangold 1924). Although we know more about the 
patterning mechanisms, genetics and anatomy of brain development today, there is still a lack 
of knowledge of the fundamental processes that govern the morphogenesis of the CNS.  

1.1.2 Experimental approaches throughout the years 

Traditionally, neurodevelopmental studies have been conducted by transplanting tissues within 
the same or between different species to identify a particular organizer region (Solini, Dong, 
and Saha 2017; Martinez Arias and Steventon 2018). Fate mapping experiments such as the 
generation of chick-quail chimeras have also been of importance to study the ontogeny of cells 
(Balaban, Teillet, and Douarin 1988; Matsushita 1996). Today, chromogenic staining 
techniques, immunocyto- and immunohistochemistry to detect neural-specific antigens in situ, 
the study of cellular interactions and the potency of neural stem cells (NSC) in vitro or knocking 
out or overexpressing genes one by one, are all common practices in developmental biology 
(Mullen, Buck, and Smith 1992; Vernes et al. 2011; Ivanov et al. 2004; Heisenberg, Brennan, 
and Wilson 1999; Honig, Herrmann, and Shatz 1996; Breunig, Haydar, and Rakic 2011; Tsien 
et al. 1996; Nüsslein-volhard and Wieschaus 1980). These methodologies have enabled the 
creation of genetically engineered lines in various animal models, which has given us more 
insight into important genetic markers in the CNS and made it possible to study cellular 
lineages and trace different cell populations over a given period of time (Kretzschmar and Watt 
2012). As development is a highly dynamic process, dependent on both spatial and temporal 
organization, reductionistic models such as C. elegans have served useful to study lineages and 
cell fate. It has an advantage because of its transparency, which allows for a continuous direct 
observation of cell fates in an intact whole organism embryo which is also non-invasive. In 
contrast to other species, C. elegans make autonomous cell-fate decisions which facilitates 
lineage tracing (Kretzschmar and Watt 2012; Byrum, Wijesena, and Wikramanayake 2012; 
Sulston et al. 1983). However, direct imaging of embryogenesis in an intact mammalian 
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embryo is not feasible in that way. Therefore, fate mapping and lineage tracing of the CNS in 
‘higher level’ organisms like mice or rats, have classically often been performed through the 
isolation of NSCs from early stage embryos that were cultured and grown in vitro (Temple 
1989; J. Liu et al. 2013). As a natural consequence, fewer similar studies have been done in 
human, but recent advances in growing brain organoids and organotypic slice cultures of 
human embryonic brain tissue may provide valuable insights into brain development and 
eventual pathologies (Andrews and Nowakowski 2019; Bershteyn and Kriegstein 2013).  

Today, developmental neurobiology is facing a new field of high-throughput technologies like 
single-cell genomics and spatial transcriptomics that may reveal new answers to biological 
questions that were not possible to answer before (Tanay and Regev 2017; Haniffa et al. 2021). 
In contrast to reductionistic models, these techniques go along with systems biology that 
describes biological information at the level of a whole organism, tissue or cell, often without 
a priori knowledge or hypotheses. Thus, developmental neurobiology has become more 
hypothesis-generating allowing for a top-down approach in order to answer relevant questions 
in a more unbiased manner. 

 

2 DEVELOPMENT OF THE CENTRAL NERVOUS 
SYSTEM 

2.1 PATTERNING AND MORPHOGENESIS OF THE NEURAL TUBE 
The vertebrate CNS originates from the ectoderm, the outermost germ layer of the embryo, that 
under different gene expression programs either develops into epidermal cells or progresses 
into the formation of the central- or peripheral nervous system (PNS). Early in development, 
part of the ectoderm becomes specialized into the neuroectoderm, consisting of columnar 
neuroepithelial cells that undergo developmental programs to form diverse groups of neurons 
and glia (Kandel et al. 2012). Ectodermal cells commit to the neuronal lineage after being 
induced by signalling molecules – also termed morphogens – by surrounding cells. Thereafter, 
the neuroectoderm forms the neural plate, the most dorsal part of the ectoderm, that is made 
up by the neural precursors. Through the process of neurulation, the neural plate makes an 
invagination towards the mesoderm and closes dorsally at its midline, resulting in the neural 
tube (Figure 1A). Neurulation is initiated by the secretion of bone morphogenetic proteins 
(BMPs) that are released from ectodermal cells which promotes the differentiation of epidermal 
cells. Neuronal differentiation will occur as a result of inhibition of BMP signalling (Kandel et 
al. 2012).  Cells from the organizer region suppress BMP signalling through the release of BMP 
antagonists (chordin, noggin and follistatin) and will instead drive ectodermal cells into 
neuronal differentiation, which has been shown to be the “default” program (Grove and 
Monuki 2013). There are several local so-called organizers, these are constituted by cells that 
secrete morphogens that form concentration gradients along the neuraxis and through diffusion 
induce morphogenesis of the neural tube throughout development. Hence, the fate of a cell in 
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the progression of development is determined by its position along the neuraxis as well as its 
competence, how it responds to secreted signals through receptors, that in turn activates 
transcription factors (TFs) and activate gene expression programs for the differentiation of 
diverse cell types.  

As the neural tube closes, waves of neural proliferation and differentiation take place (Figure 
1A, B). Neural tube closure occurs around p.c.w. 3 in human, with the anterior to posterior part 
developing into forebrain and hindbrain respectively (Kandel et al. 2012). By the action of 
morphogenetic signalling and cellular interactions, the neural tube becomes patterned and 
shaped into the distinct brain regions with various cell types. Vesicle formation of the tube-like 
structure arises during p.c.w. 4, giving rise to three brain vesicles: forebrain (prosencephalon), 
midbrain (mesencephalon) and hindbrain (rhombencephalon). At a later stage, two more 
vesicles bud out, where the forebrain divides into telencephalon and diencephalon whereas 
hindbrain will split into metencephalon (pons and cerebellum) and myelencephalon (medulla). 
These main structures together with the spinal cord, make up the mature adult CNS and obtain 
their specialized functions through the continuous exposure to secreted signals in the patterning 
events during development. 

 

Figure 1 | Neural tube formation. (A) Schematic overview of 
the neurulation process in three steps, showing invagination of 
neural plate (left and middle) giving rise to the neural tube (cross-
section; right). Arrows in the upper right corner indicate DV- and 
AP axes. (B) Side-view of neural tube, showing anterior-posterior 
patterning, dashed line indicate border of FGF and retinoic acid 
patterning. 

 

2.2 ANTERIOR–POSTERIOR AND DORSAL–VENTRAL PATTERNING  
Regionalization of the neural tube is specified along its anteroposterior (AP) and dorsoventral 
(DV) axes early in development (Figure 1). Before closure, the neural plate is already beginning 
to take shape along its AP axis. This process is directed by mesodermal and endodermal cells. 
AP patterning is partially established by a gradient of WNT signalling proteins with a low 
concentration anteriorly that is gradually increasing towards the posterior part of the neural 
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tube. The AP axis is further refined by secondary organizers that are involved in patterning the 
subregions of the brain. The anterior neural ridge, located in the most anterior part of the tube, 
is one of the organizers secreting FGF8 and is involved in the patterning of telencephalon 
whereas retinoic acid has been described in posteriorizing the neural tube (Figure 1B; Tole and 
Hébert 2013). As a result of patterning signals, the neural tube is divided into regionally defined 
TF domains, where cells in the forebrain and midbrain express Otx2 while the hindbrain 
domain is defined by Gbx2 expression. A midbrain/hindbrain border is established that forms 
the isthmic organizer which is defined by its expression of Engrailed 1 (En1) (Nakamura 
2013). Another organizer, zona limitans intrathalamica secretes sonic hedgehog (SHH) and is 
involved in the formation of thalamus (Grove and Monuki 2013).  

While the AP axis is forming the anatomical subdivisions of the future brain, the DV patterning 
defines the neural progenitors that will mature into distinct classes of neurons. This mechanism 
has been extensively described in the vertebrate spinal cord (Wilson and Maden 2005). The 
DV patterning is initiated by the formation of the notochord, a ventral mesoderm originating 
structure, extending along the medial axis of the neural tube. The notochord secretes SHH and 
induces floor plate cells to secrete and form a dorsal-to-ventral gradient of this morphogen, 
with the highest concentration ventrally (Figure 1A). The dorsal signalling centre in the midline 
of the neural tube is made up by the roof plate which controls the specification of dorsal 
neuronal subtypes. The roof plate cells which derive from epidermal ectoderm, secrete BMP4, 
BMP5 and BMP7 as well as WNT (Figure 1A; Wilson and Maden 2005). BMP proteins also 
induce the formation of neural crest cells, positioned between the neural plate and the non-
neuronal ectoderm, that upon neural tube closure migrate from the dorsal side towards the 
periphery destined to become cells of the PNS, but also melanocytes, craniofacial cartilage, 
bone and smooth muscle (Figure 1A, B; Gilbert 2000b). DV patterning results in the formation 
of different domains of TFs that will give rise to distinct cell types. The dorsal spinal cord will 
differentiate into dorsal interneurons, important for relaying somatosensory information, while 
the ventral side produces motor- and ventral interneurons. This is largely controlled by the SHH 
gradient forming along the DV axis which induces activation of early TFs such as Nkx2.2, 
Olig2, Irx3 and Dbx2 ventrally. The dorsal side expresses another set of TFs, some of them 
being Pax2, Lbx1 and Lhx1 (Wilson and Maden 2005; Hernandez-Miranda, Müller, and 
Birchmeier 2017). Many of these TFs function in a cell-autonomous manner, meaning that they 
repress each other’s function. In addition, the development of motor neuron subtypes is also 
dependent on the Hox gene family that is expressed along the AP axis of the neural tube 
(Tümpel, Wiedemann, and Krumlauf 2009). The DV patterning mechanism of the spinal cord 
is thought to remain similar in other brain regions.   

The action of morphogens on CNS patterning is a very complex biological process. Many 
studies have provided more insight into morphogenetic processes, but there is still a lack of a 
mechanistic understanding of how a tissue can establish and maintain concentration gradients 
over a longer distance as well as conduct sharp changes in gene expression programs (Rogers 
and Schier 2011; Grove and Monuki 2013). A few studies have measured the effect of 



 

6 

morphogenetic gradients on human embryonic stem cells, using different strategies to 
administer controlled doses of WNT or gradually induce SHH through optic stimulation (Rifes 
et al. 2020; De Santis et al. 2021). Furthermore, earlier controversial models explaining this 
process, such as the Turing model, have regained attention and become more widely accepted 
among developmental biologists with the accumulated experimental evidence supporting this 
model (Kondo 2022). The single-cell genomic field has opened up a new approach to study 
these dynamical processes. Single-cell RNA sequencing (scRNA-seq) is starting to become 
widely used in order to comprehend and build models of cellular states and transitions. This 
could lead to an increased understanding of the effect of morphogens by measuring the gene 
regulatory response in tissues.  

2.3 THE PROSOMERIC MODEL 
Different models that describe the neuroanatomical development of the neural tube have 
evolved from the past (Hidalgo-Sánchez et al. 2021). Today, the prosomeric model constitutes 
a fundamental concept to explain the anatomy of the developing nervous system. The 
prosomeric model, that originally describes the structural division of the embryonic forebrain 
(Rubenstein et al. 1994; Bulfone et al. 1993; Luis Puelles and Rubenstein 1993) based on 
distinct morphological segments and expression patterns of several homeobox genes in 
vertebrates, have been extended to the mammalian brain (Thompson et al. 2014; Luis Puelles 
et al. 2013). In this model, the neural tube is recognized as a segmental structure that is 
subdivided into a transverse- and longitudinal axis. The transversal segments, also referred to 
as neuromeres, are distinct units of different regions along the neural tube: prosomeres 
(prosencephalon), mesomeres (midbrain), rhombomeres (hindbrain) and myelomeres (spinal 
cord) (Figure 2). These developmental units have traditionally been described anatomically, 
but have later been found to be molecularly distinct. The model also describes a shared DV 
pattern along the longitudinal axis of the neural tube, including zones like the floor, roof, alar 
and basal plates that extends throughout the neural tube. Extensive work has been done to 
develop and update the prosomeric model with new findings such as gene expression patterns 
specific to substructures of the neural tube. As explained in Paper III, we have partially relied 
on The Allen Developing Mouse Brain Atlas – who also base their anatomical annotation on 
the prosomeric model – to define anatomical units in our human brain developmental data as 
well (Figure 2). This kind of anatomical model has served to be particularly important and 
useful to understand the species-specific and evolutionary aspect of brain development. 
Furthermore, this model has been further developed to serve as an ontology of mammalian 
brain development (Luis Puelles et al. 2013). Moreover, the gene expression specificity seen 
in certain brain regions is helpful in scenarios where precise dissections are difficult to obtain. 
This is illustrated in Paper III, where some dissected regions were overlapping and we use the 
distinct molecular patterns to computationally dissect pallium (FOXG1, EMX1) and subpallium 
(FOXG1, DLX2) for region-specific analyses of several cell lineages.    
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Figure 2 | Neural tube at 5 p.c.w. in human. Right: illustration of a whole embryo at 5 p.c.w. (sagittal view), the 
neural tube is highlighted in lightgreen (empty/ventricular space in white). Left: zoom-in of the neural tube 
highlighting 16 genes measured by Enhanced Electric in situ Hybridization (EEL-FISH; dots representing mRNA 
molecules colored by gene) that were used for annotating regions according to the prosomeric model Ribbons 
indicate gene expression domains. M.H.B.; midbrain-hindbrain border, P. Hypoth.; peduncular hypothalamus T. 
Hypoth.; terminal hypothalamus. Illustrations adapted and reused form Braun, Danan-Gotthold et al. 2022 (Paper 
III).  

2.4 RADIAL GLIA AND NEUROGENESIS 
Radial glia descends from the ectodermal-derived neuroepithelial cells and are the neuronal 
progenitors, i.e. neural stem cells in the brain. They were already morphologically described in 
the 1800s and are named after their characteristic bipolar-shaped appearance with extended 
long radial processes, their radial way of migrating and dividing (as opposed tangential cell 
migration in the brain) and their resemblance to glial cells during development (Kriegstein and 
Alvarez-Buylla 2009). They have long attracted the attention of developmental neuroscientists 
because they give rise to both neurons and macroglial cells such as astrocytes, oligodendrocytes 
and ependymal cells that lines the ventricles and produces cerebrospinal fluid in the brain 
(Kriegstein and Alvarez-Buylla 2009). During early brain development, the neural tube is 
mostly comprised of a hollow cavity, with the ventricular zones lining this cavity that later will 
form the brain ventricles. Radial glia are located in the ventricular zones of the neural tube and 
are thought to undergo neurogenesis in all brain regions during development (Anthony et al. 
2004; Malatesta et al. 2003). However, most studies have focused on the radial glial cells in 
cortical development. The cerebral cortex has long sparked interest in neuroscientists as this is 
the region thought to underlie our higher cognitive capabilities and is considered to be the origin 
of many neurodevelopmental disorders (Subramanian, Calcagnotto, and Paredes 2020; Juric-
Sekhar and Hevner 2019; Rubenstein 2011). Moreover, cortical development follows a well-
organized plan that is favourable in experimental settings. The cerebral cortex is the last to 
reach maturation in relation to other brain regions which naturally means studying later 
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timepoints, usually including the end of the first- up to the third trimester in human (Cadwell 
et al. 2019).  

The cortical cytoarchitecture stands out with its many cell-specific layers that have distinct 
functions. In the adult brain, these layers span from the most superficial layer beneath the pia 
mater of the meninges, to the deepest layer bordering the subcortical white matter (Palomero-
Gallagher and Zilles 2019). In the adult, these layers are molecularly distinct (Codeluppi et al. 
2018), but in development some of them overlap as they have not fully emerged and are not 
completely transcriptionally distinct. Depending on the developmental stage, only a few layers 
are present in the cortex (Kriegstein and Alvarez-Buylla 2009). These layers are referred to as 
the germinal zones during development and varies in their structure depending on the region 
of the neural tube (Gilbert 2000c; Nieuwenhuys and Puelles 2015). Some of these zones are 
further described in Paper III. As the cortex expands, these layers become more pronounced 
(Fernández, Llinares-Benadero, and Borrell 2016). The main layers referred to in the cortex are 
the ventricular-, subventricular- and intermediate- zones (VZ, SVZ, IZ), including the cortical 
plate (CP) and the marginal zone (MZ; see Figure 3). The marginal zone resides on top of the 
cortical plate and remains from the early cortical preplate (Tkachenko et al. 2016). The SVZ 
can further be histologically divided into the inner- and outer subventricular zone (ISVZ; 
OSVZ), with the latter being specific to gyrencephalic animals (Fernández, Llinares-Benadero, 
and Borrell 2016). Radial glia reside in the VZ and SVZ and have apical processes that extends 
all the way to the pial surface.  The cortical tissue architecture is expanded through the 
asymmetric and symmetric cell divisions of radial glia. It has been shown that radial glia 
undergo asymmetric cell division in the VZ, giving rise to a “self-renewed” radial glia and a 
neuronal intermediate progenitor cell (nIPC) or a neuron directly, whereas nIPCs usually 
migrate to the SVZ generating pairs of neurons by dividing symmetrically (Kriegstein and 
Alvarez-Buylla 2009). This process of indirect- and direct neurogenesis is thought to occur in 
order to preserve the stem cell pool in the cortex during development. The nIPCs have 
historically not been so well-defined and often overlap with neuroblasts transcriptionally. In 
this thesis, in accordance with Paper III, we refer to the nIPCs as a cycling population and 
neuroblasts (NHLH1+) as post-mitotic (Martínez-Cerdeño et al. 2018). Lately, a couple of 
studies have focused on dissecting these layer-derived radial glia, both anatomically and 
transcriptionally (Beattie and Hippenmeyer 2017; De Juan Romero and Borrell 2015). In 
particular, one study suggest that that two kinds of radial glia exist in the VZ and the OSVZ: 
ventricular- and outer radial glia (Nowakowski et al. 2016), which are transcriptionally distinct 
with the outer one being more involved in maintaining the stemness (Pollen et al. 2015). 
Although, cortical radial glia have been and are still extensively studied as new technologies 
are emerging, they have attracted so much interest among many labs that radial glia cell-
research have formed its own niche in the neurodevelopmental field (Malatesta and Götz 2013).  

Other tissues such as the meninges that make contact with the radial glia end feet, are also 
thought to regulate survival of radial glia during cortical development (Radakovits et al. 2009). 
With that said, it is also worth mentioning that radial glia are thought to give rise to a pool of 
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astrocytes that are involved in maintaining adult neural stem cells in the brain that are present 
in the SVZ of the lateral ventricle and the subgranular zone in the hippocampal dentate gyrus 
(Kriegstein and Alvarez-Buylla 2009). The SVZ in the adult mouse brain also produce 
neuroblasts that migrate into the olfactory bulb, a process referred to as the rostral migratory 
stream (Lennington, Yang, and Conover 2003). While one study claims a similar migratory 
stream in humans (Curtis et al. 2007), this finding was contradicted (Bergmann et al. 2012) and 
later supported by the finding that neuroblasts and newly produced neurons locate to the 
striatum likely originating from the SVZ (Ernst et al. 2014).    

In summary, these radial glia transitions have mostly been described in cortex, but it is likely 
that other brain regions undergo similar processes (Anthony et al. 2004; Malatesta et al. 2003). 
Our findings in Paper III suggest that there are strong regional differences between radial glia 
that are driven by classical regional patterning genes. Not many studies have looked into the 
radial glia lineage in other brain regions, but this may be facilitated with the many single-cell 
datasets that are publicly available and contains different regions of the developing brain in 
mammals (Manno et al. 2020; Eze et al. 2020; Braun et al. 2022).   

 

 
 

Figure 3 | Mammalian cortical development. Illustration of the radial glia lineage, arrows indicating their cell 
division modalities resulting in different cell fates. NE; neuroepithelium, MZ; marginal zone, VZ; ventricular zone, 
SVZ; subventricular zone, IZ; intermediate zone, CP; cortical plate, nIPC; neuronal intermediate progenitor cell, 
oIPC; oligodendrocyte intermediate progenitor cell. Redrawn from Kriegstein & Alvarez-Buylla, 2009.  
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2.5 GLIOGENESIS   
Radial glia not only give rise to neuronal cells but also glial cells as previously mentioned. For 
the sake of this thesis, emphasis will be on glial cells derived from the CNS in contrast to neural 
crest-derived cells from the PNS. Glial cells have its name from glia (“glue” in Greek), because 
they are tightly surrounding neurons and were thought to originally glue neurons together as 
support (Purves et al. 2001). Gliogenesis is the process in which glial cells are produced by 
radial glia and go through an intermediate glioblast stage to produce astrocytes and 
oligodendrocytes (Kessaris, Pringle, and Richardson 2008; Delaunay et al. 2008). Microglia 
belongs to a separate lineage as the innate immune cells of the brain and derive from the yolk 
sac before migrating to the brain which is thought to occur before the start of gliogenesis during 
human fetal development (Lanjewar and Sloan 2021). Similar to neuronal progenitors, 
glioblasts emerge in the SVZ and migrate out and generate astrocytic precursors or 
oligodendrocyte precursor cells (OPCs) before finally reaching their mature forms (Marshall, 
Suzuki, and Goldman 2003). However, the transition from radial glia to glial cells are not well 
understood and many times these populations overlap in the gene expression of certain genes 
(GLAST (SLC1A3), BLBP (FABP7), TNC, GFAP), which complicates the analytical 
interpretation even with current single-cell technologies. In addition, some studies that have 
used certain markers like, GFAP for lineage tracing of astrocytes, have been shown to not be 
exclusive for this cell population, but also target radial glia at earlier stages and have been 
shown to drive the induction of neurons and oligodendrocytes under a human GFAP promoter 
in mice (Malatesta et al. 2003; Anthony and Heintz 2008; Anthony et al. 2004; Casper and 
McCarthy 2006).   

During development, radial glia switch from neurogenesis into producing glial cells 
predominantly (Miller and Gauthier 2007; Rowitch and Kriegstein 2010). The mechanism 
behind the maintenance of neurogenesis during this time is not completely known, although 
some studies have implicated involvement of changes in the chromatin accessibility through 
chromatin regulators, microRNAs as well as the influence of BMP-signaling (Nakagawa et al. 
2020; Katada et al. 2021; Bronstein et al. 2017). In mice, the neurogenic-to-gliogenic switch 
occurs around E12 to E16 with gliogenesis peaking mostly at postnatal timepoints (E17.6 to 
P10) (Bronstein et al. 2017; Manno et al. 2020). In humans on the other hand, neurogenesis 
can be observed starting roughly at 5 p.c.w. where radial glia switch to a predominantly 
gliogenic fate around 7.5, 9.5 and 10.5 p.c.w. in the hindbrain, midbrain and forebrain 
respectively, as we show in Paper III. Recent studies have shown that increased expression of 
epidermal growth factor receptor (EGFR) coincides with the start of gliogenesis in human 
development during the second trimester (Huang et al. 2020; van Bruggen et al. 2022; Manno 
et al. 2020; Fu et al. 2021; Burrows et al. 1997; Sun, Goderie, and Temple 2005). These EGFR-
expressing cells are thought to comprise a heterogenous group of glial progenitors in human. 
This was recently seen in a study enriching for EGFR-positive cells in the human cerebral 
cortex during gestational week 21 to 26, that found two groups of progenitors with similar gene 
expression patterns to astrocytes and were concentrated in the OSVZ suggesting they may 
derive from outer radial glia (Fu et al. 2021). Pre-astrocytic cells as well as pre-OPCs have 
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been observed to derive from these EGFR-positive cells and the co-expression of NOTCH-
ligands suggest that they capture transient stage from neurogenesis to gliogenesis (Fu et al. 
2021; Huang et al. 2020; van Bruggen et al. 2022). This is in accordance with our data where 
EGFR-expressing cells are identified as pre-OPCs, but bridge the “commited” pre-astrocytes 
with the OPCs (see Paper III, Fig. 5A), suggesting that this cluster of cells may still undergo 
different gliogenic fate-decisions. 

The gliogenic potential of progenitors is also relevant for understanding how glial 
heterogeneity arises in astrocytes. Since the discovery of protoplastmic and fibrous astrocytes, 
astrocytes have been described in different regions of the CNS, such as the Müller glia in the 
retina and Bergmann glia in cerebellum (Westergard and Rothstein 2020; Andriezen 1893). A 
recent study described the spatial location of cortical layer-specific astrocytes in both mouse a 
human (Bayraktar et al. 2020). Further, astrocyte heterogeneity was observed as seven distinct 
groups in the adult mouse brain described in our transcriptomic survey of the whole brain in 
Paper I. At a high level, these groups were defined as telencephalic and non-telencephalic 
astrocytes, with a clear border observed based on their transcriptional profiles in situ and the 
single-cell data (see Paper I, Fig. 3). Interestingly, this heterogeneity was also found in 
glioblasts in mouse and recently in our human developmental data, suggesting that the observed 
adult astrocytic heterogeneity originates from a developmental program (see Paper III, Fig. 
5A). Very recently, a single-cell data from our group confirmed that telencephalic and non-
telencephalic astrocytes can be found in the adult human brain (Siletti et al. 2022), which we 
think correspond to the glioblasts heterogeneity seen during development that later will give 
rise to maturing astrocytes.  

Another field of glial development include OPCs, the precursor of myelin-producing 
oligodendrocytes that insulate neuronal axons. This cell type has historically been of great 
interest as it is involved in myelin-degenerating disease such as Multiple sclerosis and evidence 
of OPC turnover in the adult brain are becoming more prominent (Siletti et al. 2022; Fernandez-
Castaneda and Gaultier 2016). However, studies have shown that OPCs also are involved in 
maintaining homeostasis in the brain’s neuronal circuitries, not least during development 
(Akay, Effenberger, and Tsai 2021). More recently, OPCs were shown to guide migrating 
cortical interneurons through contact repulsion and even have a role in the fine-tuning of 
synaptic circuits through phagocytic clearance in the developing pre- and postnatal brain 
respectively (Lepiemme et al. 2022; Buchanan et al. 2022; Auguste et al. 2022). It is known 
that OPCs develop from multiple anatomical regions during development and in both the 
murine brain and spinal cord OPCs are generated ventrally from distinct germinal zones 
followed by dorsal source that arises just before birth (Kessaris et al. 2006; Boda et al. 2022; 
Hashimoto et al. 2016; Tripathi et al. 2011; Cai et al. 2005; Bergles and Richardson 2016; 
Winkler et al. 2018). Oligodendrocytes are morphologically, regionally and transcriptionally 
heterogeneous, which in contrast has been less observed among OPCs. One study showed that 
OPCs become functionally heterogeneous with age, a phenotype that was intra- and 
interregional (Spitzer et al. 2019). Despite OPCs being produced in a region-specific manner, 
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they have not been found to be heterogeneous at the transcriptional level. As discussed in Paper 
I, we saw patterns indicating that mature oligodendrocytes or OPCs in the mouse may retain a 
developmental imprint through the expression of anteroposterior patterning genes despite them 
not diverging into distinct region-specific cell types. However, these patterns could not be fully 
confirmed due to potential contamination by other cells (see Paper I Fig. 3D, E). Thus, it is 
unknown whether the heterogeneity seen in mature oligodendrocytes is encoded in developing 
OPCs, or is due to regional environmental factors in the adult brain. This further leads to a 
long-standing question: is the heterogeneity seen in mature oligodendrocytes derived from 
development? This question is highlighted in Paper III, where we found that human OPCs are 
regionally distinct and emerge earlier than thought during the first trimester, demonstrating that 
OPCs are transcriptionally heterogeneous between brain regions. Unpublished data from our 
group shows that this finding holds true for the adult human brain as well (Siletti et al. 2022). 

Altogether, the process of gliogenesis continues to spark interest, especially within research 
related to brain cancer. The transcriptional heterogeneity seen in glial progenitors is of 
particular interest for understanding different kind gliomas of glial-originated tumors. One 
example is a study by Filbin’s group who showed that different cellular states emerge in 
glioblastoma that mimic the developmental program of certain glial and neural progenitors 
(Neftel et al. 2019). It also believed that some of these tumors arise in a region-specific manner 
as previously seen in histone-mutated gliomas, a reason to why glial heterogeneity may be of 
interest for the future studies.     

 

3 SINGLE-CELL RNA TRANSCRIPTOMICS 
With the discovery of the cell and foundation of the cell theory (Mazzarello 1999), we learnt 
that there are distinct cell types that are tissues-specific and have different features. Until the 
DNA was first described followed by the concept of gene expression there was a significant 
gap in biology in explaining the process of gene regulation (McClintock 1950; Jacob and 
Monod 1961). Today, modern biology has rapidly expanded through the influence of 
interdisciplinary areas, such an example being the use of gene regulatory network models 
(Elowitz et al. 2002; Kauffman 1969; Karlebach and Shamir 2008). We can partially explain 
cellular diversity at the molecular level knowing that gene expression is a major factor that 
determines cell type identity. All cells in the body theoretically share the same set of DNA, yet, 
a muscle cell differs in its intrinsic and extrinsic properties from a nerve cell, which is 
simplistically due to its transcriptional regulations of a specific subset of genes whose 
expression levels are typically maintained within the cell in order to keep its identity. Although, 
a clear consensus is still lacking, a cell type is usually defined by the expression of these specific 
set of genes that are related to its function (Zeng 2022). Other definitions of what a cell type is, 
raise the question of whether cell type ontology is a consequence of an evolutionary process 
that is conserved between species (Arendt et al. 2016). It is reasonable to believe that both gene 
expression-specificity and evolutionary aspects can be used to classify cell types, as many 
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genes and cellular functions have evolved into having generic functions among species. 
scRNA-seq has proven to be a powerful method that outputs gene expression profiles of single 
cells within different tissues and enables experimental scenarios where we aim to understand 
molecular heterogeneity in targeted and global settings in both healthy as well as pathological 
conditions. Furthermore, scRNA-seq has not only contributed to an increased knowledge of 
the biological heterogeneity between cells, but also to the dynamics within them. No two single 
cells are transcriptionally identical, and – due to intrinsic transcriptional noise – this would be 
true even if measurement noise could be completely avoided (A. Raj and van Oudenaarden 
2008). 

3.1 EARLY ATTEMPTS AND THE BEGINNING OF SINGLE-CELL 
BIOLOGY 

3.1.1 Historical introduction 

The desire to measure gene expression patterns in single cells has its roots in neuroscience. 
Often, neuronal cell types overlap in their physiological and morphological properties, 
although they may differ in their molecular composition. With that reasoning, experimentalists 
identified the need to further elucidate the molecular basis of cellular heterogeneity in the brain 
beyond the standard classification schemes, such as probing cellular morphology and 
neurotransmitter/receptor specificity (coupled to their electrophysiological characteristics). In 
the 1990s a few groups published protocols on how to extract, preserve and amplify the 
intracellular contents of cells using PCR and in vitro transcription (Eberwine et al. 1992; Van 
Gelder et al. 1990; Brady, Barbara, and Iscove 1990). James Eberwine’s group in particular 
developed a method used on dissociated rat hippocampal neurons to inject reaction components 
for cDNA synthesis directly into the cell through intracellular dialysis following patch-clamp 
recordings (Eberwine et al. 1992), which describes the first attempts to analyse transcriptional 
species in single cells. However, the readout using this approach was limited and detected by 
using Southern blot. Since then, other labs have been inspired by these protocols and further 
development have lead to the performance of RT-PCR and sequencing of single neurons 
(Matsunami and Buck 1997; Malnic et al. 1999), which is nowadays dominated by the 
systemized version of all these techniques, namely the Patch-sequencing (Patch-seq) method. 
Patch-seq allows simultaneous measurements of morphology, gene expression (from total 
RNA) and electrophysiological features in single neurons which has been applied on human 
brain as well (Cadwell et al. 2017; Fuzik et al. 2016; Lipovsek et al. 2021).  

3.1.2 The technical evolution of single-cell biology  

These above-mentioned techniques introduced a ground-breaking concept of detecting 
individual transcripts in single cells and ever since, the field of single-cell biology has 
continued to develop at a breakneck speed. Since the first scRNA-seq study using a modern 
protocol on individual mouse blastomeres (Tang et al. 2009; Guo et al. 2010), the field has 
moved from manually collecting dozens of individual single cells with micropipettes (or by 
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mouth pipetting!), to hundreds of thousands of cells in an automated manner. scRNA-seq had 
its real breakthrough when the multiplexing strategy was developed in our group (Islam et al. 
2011), allowing for the quantification of absolute numbers of mRNA molecules, first by 
including known amounts of reference RNA in the experimental setup and later by applying a 
barcoding logic to trace back individual transcripts to their cell of origin (Islam et al. 2014; 
2011).  

In theory, scRNA-seq can be applied to any cell of interest, but the tissue dissociation procedure 
differs a lot between tissues and is a crucial step in order to obtain a clean and viable single-
cell suspension. In addition, some cells are simply more fragile than others which can lead to 
an unavoidable loss of certain cell types. Therefore, knowing the tissue composition is 
important. As mRNA is very unstable and only exists at the scale of picograms in a cell, all 
single-cell protocols require the conversion of mRNA to cDNA. A few methods use the direct 
detection of mRNA, but it has not caught on with the large-scale interest in the field (Depledge 
et al. 2019; Ozsolak et al. 2009). The key steps in a scRNA-seq protocol involve the capture of 
mRNA molecules in single cells through oligo(dT) priming that anneal to the poly(A)-tails of 
mRNA and via reverse transcription produce cDNA that is amplified. Next, the cDNA is 
further amplified and processed in several steps into a complete library with correct fragment 
length ready for sequencing. Even if this main step is similar among protocols, they vary in 
which parts of the transcripts are targeted. For example, some protocols enrich for either the 
5’or 3’ end of transcripts during cDNA library preparation, resulting in biased sequencing read 
coverage. This may influence the downstream analysis and enable detections of upstream 
elements such as transcription start sites (TSS) when using a 5’-based protocol (Islam et al. 
2011; Kouno et al. 2019). Other methods, such as Smart-seq, which capture the full length of 
transcripts have a more even distribution of the 5’ to 3’ read coverage (Hagemann-Jensen et al. 
2020; Picelli et al. 2014). Many technical strategies in capturing single cells have evolved, 
ranging from plate-based techniques – that sorts single cells into individual wells – to 
microfluidic devices using droplet-encapsulation of single cells (Svensson, Vento-Tormo, and 
Teichmann 2018a; Mereu et al. 2020). Some of these platforms were developed in-house, but 
are also commercially available today (Svensson, Vento-Tormo, and Teichmann 2018a; 
Ziegenhain et al. 2017). Largely, most scRNA-seq protocols have greatly advanced to facilitate 
the capture of an increased number of cells more efficiently, leading to the generation of larger 
datasets and thus improving the statistical power. However, there is still a compromise between 
sensitivity and throughput as is seen in protocols like Smart-seq, with high sensitivity and low 
throughput compared to high throughput platforms with lower sensitivity as in Chromium by 
10X Genomics.   

3.1.3 The Chromium platform 

The leading single-cell technology on the market today is the Chromium platform offered by 
10X Genomics, which is similar to the in-house version inDrop (Klein et al. 2015) and enables 
large-scale experiments with high throughput. A third method, Drop-seq, works with the 
similar principle as inDrop, but differs slightly in the mRNA capturing and processing steps 



 

 15 

(Macosko et al. 2015). Briefly, this technology is based on the generation of oil-in-water 
emulsions in a capillary microfluidic device that tightly regulates the flow of water and oil, 
forming jet streams. Firstly, two water-based streams are merged into one channel: I) one that 
carries the cells and reaction components (master mix for reverse transcription) necessary for 
cDNA synthesis, II) the other carrying hydrogel beads with attached oligonucleotide (oligo) 
sequences. At third stream with an oil-based solution intersects with the stream of the cells and 
beads resulting in the formation of oil-droplets. In a successful capture, single cells and 
hydrogel beads are partitioned and concurrently encapsulated into these oil-droplets. The oligo 
sequences on the hydrogel beads contain poly-dT primers with attached cell- and transcript-
specific sequences referred to as the ‘cell barcode’ and the unique molecular identifier (UMI) 
and is key to the multiplexing of unbiased cell capture of a tissue. These sequences allow for 
the identification of cell-specific molecules and the quantification of the number of molecules 
per cell. This thesis is focusing on the commercial Chromium Single Cell 3’ solution that were 
used for the major part of the projects, with the exemption for Paper II, where already existing 
data was reanalysed from inDrop and Smart-seq2 experiments.   

3.1.4 How many cells should we sequence? 

With the commercialisation of scRNA-seq platforms and facilities, any lab in principle, is now 
able to generate this kind of data. Although the price per cell has reduced drastically over the 
years, being around $2 per cell in the beginning (excluding sequencing; Islam et al. 2012) and 
today about $0.5 per cells, the limiting factor is still the high cost of the reagent kits including 
the expensive sequencing costs that follows. Another obstacle is the number of cells needed to 
answer a particular question. The single-cell community has always strived to collecting more 
cells in the most efficient way as possible, as this increases the chance of detecting ‘all’ cell 
types globally represented in a tissue, but it also entails a better distinction of cell types and the 
transcriptional phenomena they are involved in (although the sequencing depth and method 
used also has an impact). For example: sampling more cells from a specific lineage that are still 
undergoing cell division, will probably result in a better capture and visual representation of 
the different cell cycle phases, as seen with the increased sensitivity of current methods (Riba 
et al. 2022) and shown in the cycling cells of the  forebrain in Paper III (Fig. 3D). However, 
the bottleneck of maximizing the number of cells in an experiment is the increased sequencing 
cost and compromised read depth. A large number of cells is also computationally costly on 
the analysis side. Importantly, there is a trade-off between the chosen number of cells 
sequenced and which read depth to consider, depending on the biological question asked and 
the budget at disposal (Svensson, da Veiga Beltrame, and Pachter 2019; Haque et al. 2017; M. 
J. Zhang, Ntranos, and Tse 2020). In our experience, increasing the number of cells may also 
increase the biological resolution of important trajectories and lineages when studying 
developmental tissues. However, we also do not always fully understand whether certain cell 
types are specific targets for under-sampling. 
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3.2 AN OVERVIEW OF SINGLE-CELL RNA-SEQUENCING ANALYSIS  
The output of a scRNA-seq experiment after sequencing which is the input for analysis, is a M 
by N sparse count matrix of RNA molecules UMIs, corresponding to M genes and N cells. 
Single-cell data is therefore viewed as “high-dimensional” because of the high number of 
variables or features (genes) measured for each observation (cell), typically thousands of genes 
per cell. Once obtaining the scRNA-seq data, the real difficulty lies in the data analysis. In 
parallel with the technical evolution of the single-cell field, a number of analysis pipelines have 
been developed along the way (Luecken and Theis 2019). Many of them are based on a 
common framework: read-alignment to reference genome, quality control, feature selection 
(selection of informative genes), normalization of count data, dimensionality reduction, 
clustering algorithms and graphical visualization of the high-dimensional data (Luecken and 
Theis 2019). Despite building on a similar concept of analysis, they may differ a bit in each 
step depending on the choice of program, however the steps that have most effect on the 
downstream analysis is generally the strategy for read-alignment, feature selection, 
normalization and the clustering parameters including the visualization tools used. In this 
thesis, I will refer to our in-house pipeline developed in our group, Cytograph, unless otherwise 
stated.  

3.2.1 Quality control  

3.2.1.1 General quality metrics 

The very first step is deciding on a relevant read-alignment approach (i.e. mapping transcript 
reads to matching genomic loci) which are done on the FASTQ files containing the raw 
sequencing data that also undergoes quality assessment. Different methods such as 
pseudoalignment of reads have developed to speed up this process as this step is also 
computationally exhausting, that skips the alignment of sequencing reads on the nucleotide-
level completely and instead uses a set of predefined rules to map the query to a matching 
transcript reference based on k-mer algorithms (Bray et al. 2016; Brüning et al. 2022). 
Nowadays, mapping of intronic reads are commonly included during read-alignment to 
distinguish unspliced and spliced RNA molecules as RNA velocity-based programs have 
increased in popularity. This step is also included as an optional part of the available 
STAR/STARsolo alignment pipeline (La Manno et al. 2018; Kaminow, Yunusov, and Dobin 
2021; Dobin et al. 2013).  

The viability of cells is assessed early on during tissue dissociation procedures, usually by the 
application of dyes like Trypan blue, that permeates the cell membrane of dead cells. However, 
there are always sensitive cells that react to stress or start undergoing apoptosis during sample 
preparation, and will be included until the final step in the experimental procedure. Therefore, 
the first steps once the count matrix is generated, is to filter out bad quality cells. Typical 
metrics include filtering out cells with high expression of mitochondrial or immediate early 
genes, indicating a stress response in cells. It is also conventional to remove cells that have very 
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low detection of gene and molecule counts, which is commonly assessed by having a fixed 
upper or lower threshold of the number of genes and molecules per cell. This should of course 
be carefully designed to avoid filtering out specific cell types that on average are naturally 
richer or poorer in the number of genes or molecules, a feature often linked to the cell size.  

3.2.1.2 Unspliced UMIs as an indicative measure of cell quality  

The approach to filter out bad-quality cells in Cytograph has varied from time to time 
depending on the cell populations analysed and so forth. Typically, cells that have less than 
1000 total UMIs and above 1 % mitochondrial UMIs would be discarded. As we obtain 
unspliced UMIs for each cell – which make up part of the total molecules in the count matrix 
– we started monitoring the fraction of unspliced UMIs of the total UMIs. The idea is that a 
high unspliced fraction reflects the viability and functionality of a good-quality cell, suggesting 
that the cell is still metabolically healthy and produces a lot of new RNA. When examining the 
distribution of the unspliced UMIs ratio with data generated by Chromium, a minor “peak” is 
frequently observed in the beginning of the histogram (Figure 4A). We later identified this 
group of cells as being of bad quality because they have a low unspliced UMI ratio (normally 
falling below 10 %) and thus also a decreased total number of genes and molecule counts 
(Figure 4B). 

3.2.1.3 Doublet detection  

A phenomenon occurring in droplet-based scRNA-seq platforms is the occurrence of 
‘doublets’ in the data, i.e. droplets where two cells were captured and thus ended up with the 
same ‘cell barbode’. There are also scenarios leading to the retrieval of empty droplets, or 
droplets containing ambient RNA that is derived from leaky or lysed nearby cells in the 
suspension. A cell may be captured together with ‘free-floating’ ambient RNA, thereby causing 
contamination by other cells or surrounding RNA. Since they share the same barcode, the cell 
origin of the transcripts of the two cells cannot be distinguished. Nevertheless, there are some 
features that characterize doublets which makes it possible to computationally describe and 
remove them before the downstream analysis. A characteristic of doublets is their resemblance 
of large cells as they contain twice the cellular material. However, unfortunately the variation 
in RNA content among normal cells is too large to use the double RNA content alone to identify 
doublets. Most doublet-detection software identifies doublets based on their high molecule 
number, gene co-expression and other features or by the generation of artificial doublets that 
are compared to the cells in the dataset (Luecken and Theis 2019). In a study comparing 
doublet-detection software, DoubletFinder outperformed other existing methods in terms of 
accuracy in detecting doublets, but was not among the most computationally efficient ones (Xi 
and Li 2021). DoubletFinder is also the method that was used in our latest human 
developmental study, as described in Paper III. Note that this approach aims to the detect 
heterotypic doublets, that remain from two transcriptionally different cells, in contrast to 
homotypic doublets that are formed by similar cell types and may be discovered via SNP 
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analysis if they derive from different individuals (Kang et al. 2018; Xi and Li 2021). 
DoubletFinder relies on the k-nearest neighbour (KNN) algorithm and works by randomly 
sampling pairs of cells from the single-cell data by averaging their gene expression profiles to 
generate artificial doublets, as to best having them represent the underlying data structure 
(McGinnis, Murrow, and Gartner 2019). The generated doublets (of a decided amount) are 
included in the analysis together with the real cells and standard parameters for dimensionality 
reduction is performed using principal component analysis (PCA). Next, a KNN graph of all 
cells is constructed in principal component space and the proportion of artificial nearest 
neighbours can be estimated for every real cell. Assuming that real and artificial cells co-
localize in the KNN graph, all cells get a score depending on the proportions of artificial nearest 
neighbours and can be flagged for removal if they exceed a scoring-threshold. Cells below this 
threshold will be kept for the downstream analysis. The doublet estimations can also be 
compared with the theoretical expected number of doublets present in a sequenced sample, 
which are based on the loading densities of cells on the Chromium device (see 10X Genomics 
Chromium Single Cell 3’-based solution). These probabilities can be estimated as droplet-
encapsulation follows a Poisson distribution. However, it should be noted that the true number 
of doublets may exceed the Poisson expectation, for example if cells are physically sticky or 
difficult to dissociate. Removing doublets improves cell type discovery as they are confounding 
factors in the analysis. Note, that even if major groups of doublets are removed using these 
software packages, it is common that some doublets remain. These can sometimes be identified 
by inconsistent gene markers, or may be visible by eye on a t-distributed stochastic neighbour 
embedding (t-SNE) embedding and can be manually removed from the dataset.  

3.2.1.4 Classification of ‘droplet classes’ 

As previously mentioned, the unspliced UMI ratio may indicate if a cell is of good quality. In 
the beginning of our pipeline, each sample (i.e. sequencing library) undergoes a quality control 
to assess the above-mentioned metrics. If the sample does not pass our requirements, it is 
excluded from any analysis later on. In this step, we noticed that the cells that have very low 
total UMIs and gene counts, also have a very high unspliced UMI ratio (Figure 4C). This 
violates our usual assumptions: that high unspliced UMI ratio indicates good quality and low 
total UMIs indicate worse quality. We hypothesized that these may be nuclei from single cells, 
that should be rich in unprocessed, unspliced mRNA. Therefore, the unspliced UMI ratio either 
entails cells of lower quality or that they are bare nuclei. This group of bare nuclei is unnoticed 
when observing the regular distribution of the unspliced UMI ratio. When visualizing the total 
UMIs as a function of the unspliced UMI ratio of the cells in a sample, the group of nuclei can 
be distinguished. In fact, this graph reveals three distinct cell populations or “clouds” (Figure 
5A, left). The first group is the small peak of ‘bad cells’ observed in the histogram, with low 
total UMIs and low unspliced UMI ratio, denoted as cytoplasmic debris. The second group 
contains the ‘whole cells’, that are higher in these UMI numbers. The potential nuclei are in 
the final, third group with generally lower molecule counts than the whole cells and a much 
higher unspliced UMI ratio on average. According to our own observations, this pattern seems 
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to be conserved for all Chromium-based embryonic brain tissue used for our study, but we did 
observe a similar pattern in other datasets of mouse and human. In contrast, in a dataset of adult 
human brain where nuclei where exclusively used, unspliced ratios were generally higher and 
putatively whole cells were not observed (Figure 5A, right). These observations strengthen our 
explanation that a substantial part of the cell barcodes captured in droplets are indeed bare 
nuclei. 

 

Figure 4 | Quality metrics of cells. (A) Distribution of unspliced 
UMI fraction in a sequencing library (sample) from the midbrain 
at 6.9 p.c.w. Dashed line: border of low-quality cells with less than 
10 % unspliced UMIs. Solid line: median fraction. (B) t-SNE of 
cells from bad-quality sample colored by total UMIs (left) and 
gene counts (right). (C) t-SNE of cells from same sample as in B, 
colored by unspliced UMI fraction. 

 

 

Based on these observations of droplet groups, it is possible to estimate droplet classes based 
on the total UMI counts and the unspliced UMI fraction of a sample (Figure 5B). The whole 
approach is based on modelling the parameters that best fit the underlying multivariate 
Gaussian distributions (here defined by the total UMI counts and unspliced UMI fraction). 
First, all droplets that are likely single cells, are selected if they meet fixed thresholding values 
for the unspliced UMI fraction, total UMIs and the logarithm of total UMIs (for details, see 
methods in Paper III). Using these thresholding criteria of the unspliced UMI fraction and the 
logarithm of total UMIs, a two-dimensional Gaussian maximum likelihood estimate (Anderson 
and Olkin 1985) is fit to find the 𝜇 (mean) and 𝜎2 (variance) that best describes this droplet-
data and is later used to calculate the probability density function of the droplets. All droplets 
with a probability greater than 0.1 are retained, except for the doublets that are still flagged by 
DoubletFinder. Finally, this results in the classification of the following seven droplet classes: 
1. Cells (kept for analysis) 2. Doublets (by DoubletFinder) 3. Large cells (might be multiplets) 
4. Cytoplasmic debris (low total UMIs and unspliced UMI fraction) 5. Cellular debris (low 
total UMI, normal unspliced UMI fraction) 6. Nuclear debris (bare nuclei; low total UMIs, high 
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unspliced UMI fraction) and 7. Mitochondrial debris (high fraction of mitochondrial UMIs) 
(Figure 5B). One study designed a model to detect empty droplets including their ambient RNA 
in single-cell datasets (Lun et al. 2019), but only one method: DropletQC, uses a similar 
approach to ours in order to detect droplets based on nuclear fraction (Muskovic and Powell 
2021). This method was developed independently and although it uses the same principles, it 
is based on a kernel density estimate. Overall, this droplet classification based on unspliced 
fractions results in a more stringent filtering of cells than our earlier strategies, which impacts 
the later analysis steps.  

 

 

Figure 5 | Droplet classes. (A) Left: scatterplot of a bad sample of human embryonic brain, showing three groups, 
“clouds”, of cells: cytoplasmic debris, whole cells and potential nuclei. Right: scatterplot displaying cells of two 
samples from embryonic and adult human brain. (B) Droplet classes for a good sample (left) and a bad sample 
(right), showing total UMIs as function of unspliced UMI fraction. Fraction of good-quality cells that passed are 
indicated in green in the corresponding t-SNE plots and pie charts. 

3.2.2 Normalization, feature selection and dimensionality reduction 

The subsequent step after retrieving all the good-quality cells, is normalization of the data. This 
is done to account for the sequencing depth of all the cells, to avoid the influence of variability 
seen between identical populations because of sampling effects. A common approach is to 
adjust all cells to the same count depth which can be achieved by scaling each cell to the median 
total UMIs, followed by a log(𝑥 + 1)-transformation to stabilize the variance, that is required 
for the downstream PCA analysis. Another commonly used strategy today is using Pearson 
residuals (Hafemeister and Satija 2019; Lause, Berens, and Kobak 2021) that models the 
technical noise in the data using a regularized negative binomial regression and accounts for 
overfitting scenarios. This considers individual gene-specific differences and cell-to-cell 
variation arising from technical effects that might confound the biological heterogeneity 
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observed. This method does not require prior normalization as mention above for computing 
the PCA, as it models the “true” nature of single-cell data considering that gene counts are 
assumed to follow a negative binomial distribution (Hafemeister and Satija 2019; Kharchenko, 
Silberstein, and Scadden 2014).     

After reducing the technical effects on gene expression by a suitable normalization method, 
feature selection is performed. This is one of the most crucial steps in scRNA-seq analysis. 
Despite measuring thousands of genes per cell, not all of these genes are informative in the 
downstream analysis. Many genes are expressed either at very low level or not at all, resulting 
in very sparse gene count matrices, mostly containing zeros due to gene dropouts (zero-
inflated). Whether these gene dropouts are true biological signals or a technical artefacts is still 
an ongoing discussion (Svensson 2020; Choi et al. 2020; Jiang et al. 2022). Regardless, genes 
that are very low or not expressed at all are excluded in the following steps. The goal is to find 
the genes that are the biological meaningful, in other words the most variable genes reflecting 
the cell heterogeneities. The selection of genes is traditionally performed by fitting a noise-
model using the coefficient-of-variation (CV) versus the mean expression. Genes that disperse 
the most around the mean are the most variable ones and represents the biological heterogeneity 
seen between cells. Usually the top 1000 to 2000 most highly variable genes are selected for 
downstream analysis, but it depends on the study design as well. Alternatively, feature selection 
by Pearson residuals can be used to choose meaningful genes (Hafemeister and Satija 2019). 
By modelling the observed versus expected expression of genes, the most deviant residuals, 
i.e. genes are chosen. Another example that has been implemented in our pipeline, is the 
approach of selecting features by performing a preliminary clustering of the data followed by 
a gene enrichment analysis of those clusters, as an alternative way of finding genes informative 
for cell type-specificity. Note, however that this occurs in an iterative fashion, as it relies on 
the initial feature selection of genes for the preliminary clustering to find genes which in turn 
can be used for downstream analysis.  

Finally, dimensionality reduction is performed on the selected genes. As noted, not all genes 
are informative in the analysis for cell type discovery. At the same time, the number of 
dimensions is reduced which diminishes the complexity of the data and partially circumvents 
the problem of having a high number of dimensions (“curse of dimensionality”), that otherwise 
complicates the analysis and interpretation of the data and its visualization. PCA, a matrix 
factorization method, is commonly used to reduce the number of dimensions. Simplified, PCA 
orthogonally transforms, using the selected variable genes, the count matrix into a smaller set 
of 𝑛 principal component (PC)s. These PCs condenses the gene information that best explains 
the variability between the cells in the data. The PCs are ranked from the highest to lowest 
variability they explain, where typically the top 50 components are kept. A minimum threshold 
can be set to filter out non-informative PCs, for example by excluding PCs that explain less 
than 30 % of the variance in the data. Out of the 50, the top number of components explain the 
most variability in the data. Thus, we have reduced the number of dimensions by keeping the 
most biologically informative variables in the analysis.  
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3.2.3 Batch correction, clustering and visualization  

There are different data integration tools available today. These are often used to either correct 
for batch effects present in the dataset or to integrate multiple datasets from different origins. 
Different approaches exist for integration of single-cell data and should be assessed 
individually and decided upon depending on the method that best suits the relevant data. A 
typical example of batch effects is the one observed in our human developmental dataset in 
Paper III. We sampled cells using two different chemistry versions of the Chromium protocol 
(v2 and v3), because 10X Genomics stopped producing the older one as we were in the middle 
of data collection. Hence, we see batch effects between the two chemistries, simply because 
the recent chemistry resulted in more efficient cell lysis and overall higher sensitivity. In theory, 
these effects should not be there, as these are the result of technical effects and do not reflect 
true biological differences. This means that we observe higher gene and molecule counts per 
cell with the newer version. The differences between the chemistries do not scale linearly for 
the majority of genes and standard normalization applied early in the analysis do not remove 
this effect. In these cases, it can be useful to perform batch-aware feature selection in the earlier 
steps. Furthermore, one strategy is to integrate cells of two chemistry versions in order to have 
a complete and integrated dataset for the next analysis steps. Our strategy included using an 
iterative batch-correction algorithm: Harmony, which is a linear embedding model and uses 
the previously calculated PCs (Korsunsky et al. 2019). A soft clustering is performed in this 
reduced PC space to assign cells to multiple clusters using a modified k-means clustering that 
maximises the diversity of cells from different datasets in each cluster. For each cluster, 
Harmony calculates a global centroid and dataset-specific centroid which are used to make a 
linear correction factor that is used for the integration. Similar methods have been developed 
that identifies and integrates matching mutual nearest neighbours (Tran et al. 2020; Luecken et 
al. 2022; Haghverdi et al. 2018). Other batch-removal methods include graph-based- and deep 
learning methods (Luecken and Theis 2019). In Paper III, we show that different integration 
methods can be used for the integration of multiple timepoints during development (Lopez et 
al. 2018; Hie, Bryson, and Berger 2019). Currently, there is no standardized approach of 
integrating single-cell data and each dataset requires individual assessments of the chosen 
model. Preferably, the integration should be done in the most suitable way that removes batch 
effects, but preserves the biological information. It is disputed how much biological 
information is actually lost during batch integrations, especially for developmental datasets 
where essential, yet very subtle dynamical changes may be sensitive to the model used. Many 
of the current integration tools have been evaluated by Luecken et al. 2022 and Tran et al. 2022.  

In one of the final steps, clustering is applied on the integrated data. Through clustering 
algorithms, it is possible to, in an unsupervised fashion, organize groups of cells by similarity 
in terms of gene expression in the reduced gene expression space. Among the different 
approaches, one is to perform clustering on a constructed KNN graph. KNN is a manifold 
learning algorithm that embeds cells using the reduced PC space into a graphical structure, then 
based on an Euclidean distance measure it connects nodes (cells) to its k nearest neighbours, 
where k is defined by the user depending on the size of the dataset. This yields a graph where 



 

 23 

the nodes that are densely connected are cells that share transcriptional similarity and the edges 
indicate the distances between them. Different variants of this algorithm exist, such as the 
radius-nearest neighbours (RNN) that find neighbours within a fixed radius or weight-adjusted 
approach, balanced KNN that balances the distribution of the neighbourhoods. A subsequent 
clustering step is performed, like the Leiden clustering algorithm that uses the KNN graph to 
refine the structure by locally moving and partitioning the nodes into new communities (Traag, 
Waltman, and van Eck 2019). Leiden clustering has been shown to outperform the Louvain 
algorithm in terms of speed and community detection (Traag, Waltman, and van Eck 2019). 
Finally, t-SNE or its equivalent: uniform approximation and projection (UMAP) method is 
often used to visualize this high-dimensional single-cell data 

into a 2- or 3-dimensional graphical representation and are constructed on the chosen PCs 
(Becht et al. 2019; Van Der Maaten and Hinton 2008).  

Feature selection on a large and diverse dataset like the human brain will necessarily emphasize 
common cell types, and may miss genes informative for subtle cellular subtypes in specific 
brain regions. To refine the clustering, we have implemented a semi-automatic iterative 
splitting of clusters into sub-clusters. In other words, we first obtain a number of clusters from 
a given dataset, construct a dendrogram of all the clusters, split the set of clusters based on the 
dendrogram, and then apply the same algorithm to each cluster subset. Then, based on a certain 
criterion, a number of clusters is split into another subgroup. Meaning that in each iteration our 
dataset will undergo a new feature selection, thus revealing a new set of informative genes that 
– together with other clustering parameters – refines the resolution and identification of clusters 
and thereby cell type detection.  

To conclude this chapter, it should be highlighted that even though most single-cell pipelines 
share a similar computational backbone, they differ in terms of the input parameters used and 
the individual algorithms used for the cell type discovery, for example the clustering steps. 

3.2.4 Lineage tracing and trajectory inference  

As scRNA-seq methods have evolved over the past years, focus has shifted from improving 
the efficiency of capturing single cells to developing custom-made pipelines for data analysis 
and maximizing the computational efficiency required for these analyses. Because scRNA-seq 
is capturing a snapshot of a cell’s gene expression profile at the time of the experiment, you 
mainly retrieve static measurements of the biological information from tissues. Lineage 
tracings of a cell population and its progeny has usually been done partially through live 
imaging using reporters (Kretzschmar and Watt 2012). However, there are limitations to the 
scalability of these experiments. Recently, techniques and algorithms have been developed in 
order to measure the fate of a cell and further reconstruct its developmental lineage at the larger 
scale. One approach is to introduce actual barcodes or ‘scars’ into the genome, for example by 
using CRISPR-Cas9 to make small insertions or deletions that can be traced and identified in 
the single-cell data later on to assess the clonality of cell types (Alemany et al. 2018; B. Raj et 
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al. 2018; Spanjaard et al. 2018). This technology allows the reconstruction of the shared the 
clonal ancestry of cells that cannot be studied through conventional scRNA-seq. Endogenous 
mutations can also be used; for example it has been shown that somatic mutations in 
mitochondrial DNA can be detected in scRNA-seq or single-cell assay for transposase 
accessible chromatin sequencing (scATAC-seq) and used to infer clonal relationships of cells 
(Ludwig et al. 2019).  

Another approach has been to infer the dynamics of gene expressing data using regular scRNA-
seq and computationally reconstruct a trajectory of cell populations by temporally ordering 
them based on similarities in their gene expression profile (Lederer and La Manno 2020). By 
using trajectory inference methods every cell can be assigned a pseudotime, an arbitrary 
measure of how far a cell is within a trajectory in a dynamic process (Saelens et al. 2019). This 
can be done on datasets containing single cells from a mixed population or by systematically 
collecting cells from different time points (e.g. during a differentiation protocol). A number of 
different trajectory inference methods has been systematically compared and some of the 
differences lies in the performance of dimensionality reduction of the gene expression matrix 
(Saelens et al. 2019; Lederer and La Manno 2020). It is important to know that pseudotime 
estimation is a statistical measure and does not reveal the true path of an individual cell’s 
trajectory. Other models like RNA velocity, estimates the abundance of unspliced and spliced 
RNA molecules from scRNA-seq data and model the time derivative of the gene expression 
state to predict a future state of cells in a developmental phenomenon like embryogenesis (La 
Manno et al. 2018). RNA velocity was recently expanded by another group by refining 
assumptions about transcriptional dynamics and taking into account that not all genes share a 
common splicing rate on a cellular level (Bergen et al. 2020). Other techniques allows the 
discrimination of newly synthesized and pre-existing RNA transcripts  in single cells, which 
can serve as a good estimation of RNA turnover to further improve existing dynamic models 
(Hendriks et al. 2019; Erhard et al. 2019). Models that utilize the unspliced and spliced mRNA 
counts are constantly developing. In Paper III, we explored DeepCycle, a deep-learning 
approach using a variational autoencoder, that based on the unspliced and spliced mRNA 
models the cell cycle dynamics by targeting the cell cycle genes (Riba et al. 2022). Using this 
model, we could dissect the cell cycle trajectories of radial glia and nIPCs in the pallium (see 
Paper III, Fig 3).  
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3.3 HUMAN BRAIN DEVELOPMENT AT THE SINGLE-CELL LEVEL 

3.3.1 Creating atlases of brain development  

As touched upon earlier, the increasing use and development of scRNA-seq technologies has 
enabled large-scale studies of millions of cells representative of a tissue in an unbiased 
approach (Tang et al. 2009; Svensson, Vento-Tormo, and Teichmann 2018b; Macosko et al. 
2015; Mereu et al. 2020; Klein et al. 2015; Islam et al. 2014; Kivioja et al. 2012). A number of 
studies have been conducted on the adult mouse brain, where the heterogeneity of brain regions 
and cells have been profiled transcriptionally, morphologically and also with respect to their 
physiological function (Zeisel et al. 2018; Fuzik et al. 2016; Cadwell et al. 2017; Tasic et al. 
2018). Although focusing on the adult mouse brain, our study in Paper I describes the 
conservation of development-related genes, particularly in neurons, astrocytes and ependymal 
cells that were found to be heterogeneous and have their own regional signature (Zeisel et al. 
2018). This suggests that there is a developmental structure reflecting the molecular 
architecture of the adult brain.   

For a long time, tissue resources have from human and even non-human primates have been 
limited. With the increased use of tissue banks and ethical regulations today, both human adult 
and prenatal brain is becoming more available. High-throughput technologies have also made 
it possible to extract as much biological information as possible from these rare tissues. 
Applying scRNA-seq on human embryonic brain tissue allows us to sample a representation 
of cells from the entire brain in an unbiased manner and profile the whole transcriptome of 
these cell populations. By combining this information with the previous knowledge on 
important genes, TFs and morphogens in brain development, the effect and response of these 
factors can be measured on a larger scale. To give an example, scRNA-seq makes it possible 
to study the ventralizing effect of SHH on surrounding cells on a global transcriptional level, 
as opposed to identifying cell fates based on single gene markers (Manno et al. 2020). Note 
however, that that this kind of gene expression data is not measuring the actual morphogen 
concentration or ligand-receptor interactions, but rather the expression level of these genes and 
genes encoding their respective receptors. However, new single-cell technologies have 
emerged that detect physically interacting cells like PIC-seq, even though it has only been 
restricted to the use of immune cells so far (Giladi et al. 2020). Computational methods have 
also been developed that infer the cell-cell interactions on already existing single-cell data 
(Efremova et al. 2020; Z. Liu, Sun, and Wang 2022; Ghaddar and De 2022).  

Of the few scRNA-seq datasets that exist of the human embryonic brain, the majority of them 
has focused on human cortical development. These studies have examined timepoints ranging 
from the first to third trimester (GW8 to GW26) and described major cell populations arising 
during neurogenesis in the developing cortex (Fan et al., 2018; Nowakowski et al., 2017; 
Polioudakis et al., 2019; Pollen et al., 2015; Zhong et al., 2018). All studies have provided early 
insights into cortical development on the single-cell level, where cortical layers could be 
identified by genes specific to radial glia, nIPCs and maturing post-mitotic neurons originating 
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from the VZ and SVZ. As described earlier, one study found two kinds of radial glia: 
ventricular radial glia and outer radial glia arising from the VZ and OSVZ in the cortex which 
are transcriptionally distinct (Pollen et al. 2015). Here, the authors suggest that outer radial glia 
are more involved in maintaining the stemness according to their gene expression profile, in 
contrast to ventricular radial glia. There have also been efforts to measure the physiological 
response of human embryonic cortical neurons through patch-clamp recordings or by 
performing calcium imaging of the same set of cells subjected to RNA sequencing, showing 
that there is neuronal activity during mid-gestation (Mayer et al., 2019; Zhong et al., 2018). 
Although, these studies have reported evidence about transcriptional heterogeneity of the 
human developing cortex, there is a considerable variability in the methodology that were used, 
which is partially explained by the rapid development of the different platforms within the 
scRNA-seq field. This fact is highlighted by a single-cell study where a dataset of 40 000 cells 
– an order of magnitude more cells compared to previous datasets – was generated of the human 
neocortical development. This study shows that the depth and number of cells sequenced is 
profoundly increasing the resolution of the cell populations and their subgroups that emerge in 
the cortical layers during development (Polioudakis et al. 2019). Here, the authors also 
compared bulk tissue with single-cell data and performed gene regulatory network analysis of 
TFs essential for specific cell types, which can serve useful for the understanding of 
neurological disorders arising during development. This study also showed that cell fate 
decisions in cortical radial glia and nIPCs seem occur before the S-phase, an observation that 
is also confirmed by us in pallial nIPCs in Paper III. 

Currently, not many human studies exist that focus on earlier timepoints, due to the difficulty 
in receiving this type of tissue and varying ethical regulations in different countries. As 
mentioned, cortical tissue has been of great interest for the scientific community, and in some 
countries, later timepoints are more frequently acquired in clinical settings. In total, about 30 
single-cell studies have been published (including preprints ) on human CNS development with 
one of them including a few cells from the PNS (Vinsland and Linnarsson 2022; Bocchi et al. 
2021; Herb and Glover 2022; Fan et al. 2018b; Rayon et al. 2021; Wälchli et al. 2021). The 
majority of these studies involves cortical development or telencephalon-derived tissues (i.e. 
pallium, subpallium/ganglionic eminences, hippocampus), while the remaining, nearly dozen 
studies, focus on tissues like spinal cord (Rayon et al. 2021), ventral midbrain (La Manno et al. 
2016), hypothalamus (Herb and Glover 2022), cerebellum (Aldinger et al. 2021; Cao et al. 
2020; Eze et al. 2021), pituitary gland (S. Zhang et al. 2020), inner ear (Yu et al. 2019) and the 
retina (Lu et al. 2020; Sridhar et al. 2020; Y. Hu et al. 2019; Eze et al. 2021). Others have 
targeted cell types like microglia or vascular cells through FACS (Kracht et al. 2020; Wälchli 
et al. 2021). A few additional studies have been conducted on very early timepoints from 
gastrulation up to 4 p.c.w., but these datasets are either too early to observe the first signs of 
brain-tissue specification or focus on other questions like whole embryogenesis or 
malignancies, yet they are extremely insightful for the earliest stages of development (Dong et 
al. 2020; Tyser et al. 2021; Xu et al. 2021).  
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To summarize some of the already mentioned studies, the very first single-cell datasets 
published on neocortical development included mainly a couple hundreds of cells that were 
captured with “full-length” mRNA protocols and most of them using the plate-based single-
cell platforms that were popular at the time (Fluidigm C1 Single-Cell AutoPrep System). In 
some cases, the specific cortical germinal zones were dissected out for the single-cell 
experiments and revealed early insights into radial glia and neuronal maturation in the cortical 
layers including radial glia-enriched non-long cording RNAs (Pollen et al. 2015; S. J. Liu et al. 
2016; Pollen et al. 2014). Studies from a few years later, show an increased resolution in the 
datasets capturing most cell types in the cortical tissues: progenitors, maturing neurons, glial 
and vascular cells. Overall, the current single-cell protocols in combination with the 
computational analyses, have become better in detecting transitioning cell states, such as nIPCs 
and phases of the cell cycle, which aid trajectory analysis. In addition, the growing use of 
single-cell “multiome”-sequencing which is now available by 10X Genomics as well and 
enables simultaneous measurements of gene expression and TF-binding motifs in nuclei, will 
increase the understanding for the gene regulatory mechanisms behind cell fate commitments 
and lineage specifications, as well as in neurogenic and gliogenic programs. The first dataset 
to use this methodology on human fetal cortex during mid-gestation was published in 2021 by 
Greenleaf’s lab, where they identified two progenitor types of astrocyte-like glial precursors 
and trained a neural network model to infer base-pair-resolved cell-type specific chromatin 
accessibility profiles to detect mutations in de novo mutations in TF binding sites of ASD 
individuals (Trevino et al. 2021). Another atlas on human cortical development, applying 
scATAC-seq emphasizes the importance of chromatin state in cell type specificity to increase 
the robustness in cortical organoids (Ziffra et al. 2021).  

Altogether, and as reviewed earlier (Vinsland and Linnarsson 2022) other brain regions beyond 
cortex – with the few earlier mentioned exceptions – are understudied in human development. 
Most of these studies also focused on later timepoints with the earliest starting from the middle 
or end of the first trimester. The largest published dataset that covers a wider age-span in the 
first trimester, looked at multiple brain regions in human development including: 
telencephalon, diencephalon, midbrain, hindbrain and cerebellum. It includes a molecular and 
spatial single-cell atlas of 289 000 whole cells (using the Chromium protocol) on early stages 
of the neuroepithelium with timepoints from Carnegie Stage (CS) 12 to 22, which corresponds 
to approximately p.c.w 4 – 8 (Eze et al. 2020). This study highlights the early transition from 
neuroepithelial cells to early radial glia showing that even samples at very early timepoints of 
cortical tissue contains a small number of neurons. Moreover, nine distinct progenitor 
populations were identified anatomically close to the telencephalon, including a mesenchymal-
like population (ALX and LUM-expressing), which disappeared at the start of neurogenesis. 
Although, early cortical development was the centre of this study, the other brain regions in 
this dataset remain to be further explored in relation to the few other studies existing on similar 
tissues.   
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A second study, used single-cell combinatorial indexing (sci-RNAseq) to sample nuclei from 
the cerebrum and cerebellar tissue, with 2 005 512 and 1 372 010 nuclei respectively, but from 
older samples ranging from 72 days to 129 days post-conception (~10 – 18 p.c.w.) (Cao et al. 
2020). This was part of a bigger dataset of 4 million single cells and nuclei from 15 different 
organs that was sequenced at a depth of ~ 14 000 reads per cell and a recovery of 863 molecules 
and 524 genes on median, in contrast to other single-cell protocols that enables the detection 
of a higher molecule and gene counts (Mereu et al. 2020). Here, the main focus was not on the 
brain, but will serve a useful reference for future single-cell datasets on the developing brain.  

To conclude, of all single-cell studies that exist on human brain development, most of them 
have found major cell types and states like neuronal progenitors, intermediate progenitors, 
maturing neurons (excitatory and inhibitory), various glial populations as well as brain vascular 
cells, with emphasis on cortical tissues. Yet, many questions remain to be answered with 
respect to each cell type and between brain regions. Among these cell types, interneurons have 
been a topic of discussion since their origin is not revealed. They are known to undergo 
tangential migration from the ganglionic eminences into the cortex during development and 
occurs around E11.5 to E16 in mouse, but when this process starts in human is not entirely 
clear (J. S. Hu et al. 2017; Lim et al. 2018; Reinchisi et al. 2012). The question is whether 
interneurons acquire their identity in their birth place (ganglionic eminences), during or after 
migration. An interesting finding in mice shows that xenografted human cortical progenitors 
can give rise to both excitatory and inhibitory cortical neurons (Delgado et al. 2022). The 
growing use of human brain organoids are now being expanded into other tissue-specific 
models than cortex and will serve as a complementary model system to research that mainly 
rely on the direct use of human primary tissues such as scRNA-seq (Uzquiano and Arlotta 
2022). Lately, optimization of cortical organoid protocols has shown the impact of cellular 
stress and how that influences cell-type specification in vitro (Bhaduri et al. 2020). In addition 
to rodents, studies on non-human primate brain development also serve as an important role in 
understanding species-conservations in the brain (Y. Zhu et al. 2018; Pollen et al. 2019).  

3.3.2 Transcriptomic diversity in the context of neurodevelopmental 
disorders and diseases 

Studying human brain development is also of interest in order to gain understanding behind the 
cause of certain disorders, such as neuropsychiatric disorders or brain malformations that are 
thought to arise during development. A few related examples are schizophrenia, autism 
spectrum disorders or epilepsy (Subramanian, Calcagnotto, and Paredes 2020). However, 
human study designs of neurodevelopmental disorders are even more difficult as some of them 
manifest in the adult brain even if the foundation of the cause is thought to arise during 
development (Owen et al. 2011). Recently, a few publications using scRNA-seq, assessed the 
role of specific developmental-related diseases and disorders in human brain such as the risk 
for developing neuropsychiatric disorders. One of them attempted to link gene signatures from 
a human schizophrenia GWAS database to specific cell types in the brain (Cameron et al. 
2022). Here, the authors analysed single nuclei of fetal brain from the second trimester to assess 
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whether common risk alleles for schizophrenia were enriched in genes specific to certain cell 
types and found schizophrenia genetic risk were enriched in genes highly expressed primarily 
in a group of excitatory neurons in the forebrain and hippocampus as well as selected group of 
inhibitory neurons in the ganglionic eminence. This is one example among few other studies 
that previously used the same approach (Trevino et al. 2021; Polioudakis et al. 2019). It should 
be added that the underlying cause for schizophrenia is still debatable within the field.  

Other difficulties in studying developmental-related disorders lie in their polygenic nature or 
idiopathic incidents where genetic factors cannot be established at all, which is the case in 
certain cerebellar malformations. This was previously shown in an analysis of the physiological 
and genetic components in a quite extensive cohort with cerebellar malformations (282 
individuals) from 100 families. By applying SPLiT-seq on prenatal second-trimester cerebellar 
tissue, the authors related some genetic components observed in the patient cohort to fetal 
cerebellar neuronal and vascular cell types (Aldinger et al. 2019). This led them to hypothesize 
that abnormal vasculogenesis in cerebellum may cause cerebellar malformations, which 
underlines the importance of vasculogenesis during development (Ross et al. 2020; Tata, 
Ruhrberg, and Fantin 2015; Potente and Mäkinen 2017). In addition to these studies on the 
aberrant brain, innovative research has paved the way for novel findings in adult and pediatric 
brain tumors. Similar to other cancers, brain malignancies are heterogeneous in their nature and 
origin of the brain (Lulla, Saratsis, and Hashizume 2016). Many brain-derived tumors have 
been proven to mimic developmental programs of neurons and glia, which partially reflects 
their severity. This developmental pattern which predominantly includes a major part of 
cycling cells and together with other tumor environmental features enables brain tumor 
progression (C. Liu and Zong 2012; Azzarelli, Simons, and Philpott 2018). Thus, 
understanding how the healthy human brain develops has many implications besides the 
aspiration to learn the basics of neurodevelopmental mechanisms.  
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4 RESEARCH AIMS  
As a continuation of the previous the cell-atlas publications in our group; the overall aim of 
this thesis was to investigate the emergence of cell types and their transcriptional heterogeneity 
in the developing human brain during the critical first trimester through the use of scRNA-seq.   

The specific aims for the presented papers were the following (contributions highlighted in 
bold):  

 

Paper I  

- Perform large-scale scRNA-seq on major CNS and PNS regions of juvenile mice.  
- Develop and perform analysis for cell type discovery of the whole nervous system. 
- Describe the cellular axonomy in relation to known an unknown biological phenomena.  
- Validate some of the findings spatially, in situ (which was done on the discovered 

astrocyte heterogeneity).  
 

Paper II  

- Develop a method and tool to identify and realign sequencing reads to intronic regions. 
- Develop a theoretical model, differential equation to calculate first time-derivative, i.e. 

RNA velocities on the retrieved gene expression matrix. 
- Develop the computational pipeline that practically uses this realignment strategy and 

model to calculate velocities on the input gene expression matrices. 
- Validate the model on different cell- types, lineages and states including bulk-RNA-

seq data. 
- Spatially validate some inferred velocity trajectories (which was done in the 

human embryonic cortex at 10 p.c.w).  
 

Paper III  

- Perform large-scale scRNA-seq experiments (on the million-scale), on major brain 
regions from human developing brain in the first trimester.  

- Develop a strategy and framework for analysing all regions together for cell- type and 
state discovery.  

- Spatially validate the single-cell data by multiplex smFISH (done with the EEL-FISH).  
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5 ETHICAL CONSIDERATIONS 
The experimental use of human embryonic tissue is a highly sensitive topic. This section 
intends to emphasize the ethical assessments and precautions that have been undertaken for 
this thesis. Paper III includes human embryonic samples that have been obtained because of 
elective terminated gestations. According to EU regulations, the destruction of embryos is not 
allowed. This is not violated by our project, as the tissue is already destined to be discarded 
since the donors are not aware of the option of donation until the decision of abortion has been 
made. In addition, the tissue is not saved after the experimental procedures and cannot be 
further used for other research purposes. This project has been approved by the Swedish Ethical 
Review Authority as well as by the National Research Ethics Service in England (see Paper 
III). Before the elective abortion, information is provided about the donation and a written 
consent from the donor is required for participating in the research study. An important issue 
is that the donor’s genetic profile can be mapped from the gene expression data obtained from 
RNA sequencing of the embryo. There is a limitation of how much information can be traced 
back to the donor from the embryo/fetus. However, since it is theoretically possible to obtain a 
DNA profile of the donor, this has to be accounted for in our ethical considerations.  

An issue that has been brought up and discussed regards the possibility of reidentification of 
the male parent of an aborted fetus and whether he needs to consent to the tissue donation. 
Consent from the father is hard to implement as he may not always be aware of the pregnancy. 
Additionally, it may also violate the mother’s autonomy to decide about the abortion, as in 
Sweden, the fetus is not a subject, but is legally and ethically considered part of the woman’s 
body. Another hypothetical scenario may occur where both parents have independently 
participated in genomic profiling via commercially available services (e.g. 23andMe), which 
may reveal highly sensitive and private information about the parents’ relation and that a child 
was conceived who was later subjected to abortion. These ethical scenarios have been weighed 
and the Ethics Review Board agreed with our measures taken which includes: i) consent of 
donation from the mother is enough, ii) the raw sequence data should be available only via 
controlled access repositories that have legal and technical safeguards to prevent 
reidentification and iii) the personal data should be handled through the GDPR legislation.  

The anonymity of every donor is ensured by the pseudonymization of the patient’s social 
security number. It is mainly the hospital and the people directly in contact with the delivery 
of the tissue, who can trace the donor ID to the patient’s social security number. The research 
groups in this study do not have access to this information, but mainly receives the 
pseudonymized donor ID: s to keep track of the samples which are stored among other metadata 
in a database. The donor can withdraw from the study at any time, whereby the data must be 
removed from all sources that had access to it. All the subprojects related to this study goes 
under the same ethical permission. Ethical regulations for this project are of great importance 
as the aim is to make the final dataset openly accessed. Only the anonymized data (such as 
gene expression matrices) will be openly accessed in consent with the donors. Our research 
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project focuses mainly on gene expression, but our ethical permit does cover the profiling of 
DNA for looking at chromatin modifications.  

Finally, research on this kind of human tissue entails a great responsibility, not only because of 
the ethical regulations and legislations, but also because it is a loaded topic of conversation in 
society and is heavily politically discussed. Therefore, it is our obligation to communicate the 
reason behind our research and the impact it has on society, both within and outside science.  
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6 RESULTS 
6.1 PAPER I: MOLECULAR ARCHITECTURE OF THE MOUSE NERVOUS 

SYSTEM 
The brain is one of the most heterogeneous tissues in terms of their cell composition. As 10X 
Genomics came out with a commercially available high-throughput method for collecting 
single cells using scRNA-seq, our group set out on a large-scale project and sampled above 
500 000 cells of the adolescent mouse nervous system that resulted in 492 949 single cells after 
quality assessments. This was done through careful dissociation of cells from the major regions 
in the CNS and PNS. More precisely, the nervous system was dissected into broad anatomical 
regions including the brain, spinal cord and the peripheral sensory, enteric and sympathetic 
nervous systems. In total, 19 regions were collected covering most of the mouse nervous 
system except for the retina, olfactory epithelium, vomeronasal organ, inner ear and the 
parasympathetic ganglia that were excluded from the study. All tissues were subjected to cell 
sampling without sorting, except for in the intestine, where neural-crest-derived cells were 
selectively isolated by fluorescent-activated cell sorting (FACS) using a Wnt1-Cre transgenic 
mouse model. Cortical and hippocampal inhibitory neurons were also enriched using FACS 
from a transgenic vGat-Cre mouse (vGat being the vesicular GABA transporter, encoded by 
the Slc32a1 gene).   

Next, an analysis pipeline, Cytograph was developed for cell type discovery in a mostly 
automated fashion. After reducing the number of oligodendrocytes that are highly abundant in 
the hindbrain and spinal cord, the remaining analysis of around 160 000 cells were subjected 
to Louvain clustering on the constructed KNN graph. The whole analysis was done in 5 major 
steps, by initially pooling cells from the same tissue and clustering them followed by a selective 
splitting procedure in the next step. In each step, some clusters where manually curated, to 
remove remaining doublets or clusters that were over-split. In the last step, all the cells were 
pooled and subjected to gene enrichment analysis and gene set discovery. Then a dendrogram 
of all clusters was built to construct a cellular taxonomy of the whole nervous system. For 
cluster-specific marker gene a “trinarization” score was developed to assess the likelihood of a 
gene being expressed or not. This score was used together with the calculated gene enrichment 
per cluster in order to find marker genes that would be unique for each cluster. On the whole, 
this yielded 265 high-quality clusters. In addition, a classifier was trained on the cluster labels 
to assess the cluster robustness of the analysis pipeline. 

Broadly, this dataset revealed a hierarchical organization of almost the whole nervous system 
that could be traced back due to its developmental origin. Neuronal and non-neuronal 
populations comprised two major groups, that further subdivided into specific cell types from 
the CNS and PNS. All clusters could be defined by their neurotransmitter properties. Major 
cell classes such as: neurons, astrocytes, ependymal, oligodendrocytes, vascular and immune 
cells were described. The diversity among neurons was mostly driven by genes encoding cell 
type-specific TFs, synaptic proteins, neurotransmitters and membrane conductance proteins 
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(ion channels, solute carriers etc.). We found that this neuronal diversity was similar across all 
brain regions. Another major discovery included seven distinct clusters of region-specific 
astrocytes that could be labeled as telencephalic and non-telencephalic groups. Some of these 
region-specific genes included Mfge8 (forebrain) and Agt (from diencephalon to hindbrain). 
Furthermore, neurons from the CNS showed distinct spatial distributions when mapped to the 
Allen Mouse Brain Atlas. Altogether, this dataset comprises a detailed overview of the 
transcriptional diversity in the mouse CNS that can be used as a reference to understand the 
normal brain or aid in the design of transgenic mouse models to target specific cell populations.  

 

6.2 PAPER II: RNA VELOCITY OF SINGLE CELLS 
With scRNA-seq data we typically measure a snapshot of a cell’s transcriptional profile at a 
specific point in time. Unless a such an experiment is designed in a way that a given group of 
cells are sampled with a shift in time, this kind of data lacks a time component. Other studies 
using bulk RNA data, have previously shown that the splicing and degradation rate of genes 
can be determined by the relative abundance of nascent (unspliced) and mature (spliced) 
mRNA (Zeisel et al. 2011; Gray et al. 2014; Gaidatzis et al. 2015). Building on this concept, 
RNA velocity was developed in order to estimate the temporal dynamics in single cells on 
already existing scRNA-seq data. Briefly, the main framework includes counting unspliced 
RNA in single-cell data by distinguishing intronic reads during the genome alignment. In 
theory, only mature polyadenylated mRNA should be captured with the use of oligo(dT)-
primers in an experiment. In reality, 15-25 % of unspliced intronic reads were present in a 
number of single-cell datasets processed with different protocols (SMART-seq2, STRT/C1, 
inDrop, Chromium). This is likely due to the priming of internal poly-A sequences in the 
mRNA transcript.   

With these observations, a computational pipeline was developed to realign scRNA-seq data, 
now including intronic reads based on a stringent definition of the genome mapping. Next, a 
theoretical model was developed that estimates the first time derivative of the spliced mRNA 
abundance, in order to predict the future state of a cell. This derivative is determined by the 
relative abundance of spliced and unspliced mRNA, under the assumption of constant rates of 
mRNA splicing and degradation. With these assumptions, RNA velocity can be used to infer 
the transcriptional dynamics that are specific to each gene.   

RNA metabolism usually occurs on the time-scale of hours, making RNA velocity informative 
on a timescale comparable to the gene expression changes taking place during the 
differentiation of a cell. To demonstrate the applicability of RNA velocity, we examined bulk 
RNA-seq data from mouse liver cells measured during a time-course experiment of 24 hours. 
This showed that, for circadian genes, the unspliced mRNA abundance was predictive of the 
spliced mRNA at the next timepoint. Furthermore, this model was tested on different published 
single-cell datasets of cells that undergo cell differentiation or maturation. Using a dataset of 
the developing mouse hippocampus, RNA velocity was able to describe the cellular fates of 



 

 35 

hippocampal neuronal lineages, shown by projected velocity fields on a t-SNE originating from 
radial glia cells that transitioned into either glial and neuronal fates. In human cortex at 10 
p.c.w., the trajectory dynamics of differentiating cortical excitatory neurons could be inferred, 
predicting the future states of radial glia into neuroblasts, immature neurons and neurons. Using 
human embryonic tissue from the corresponding timepoints, we validated these findings in situ 
using RNA in situ hybridization with known gene markers that label these cortical cellular 
states.  

Taken together, RNA velocity yields vector fields with the size and direction indicating the 
speed and fate of differentiating cells. It estimates the future gene expression state of cells, 
particularly in developmental settings and was shown to work in datasets generated with 
different scRNA-seq protocols. Furthermore, this method was demonstrated to work in 
multiple cell lineages in both mouse and human. Thus, RNA velocity provides a tool that 
illuminates the transition from one cell state to another in cellular trajectories that are otherwise 
not recognizable in single-cell data.   

 

6.3 PAPER III: COMPREHENSIVE CELL ATLAS OF THE FIRST-
TRIMESTER DEVELOPING HUMAN BRAIN 

As our lab has been interested in understanding the cellular diversity of the brain, this study 
was a follow up on the previous cell-atlases generated in the mouse. Here, we aimed to 
understand how the human brain develops and differ from the mouse. In this study, we 
performed scRNA-seq, using the droplet-based Chromium platform (10X Genomics) on all 
major brain regions of the human developing brain during the first trimester and collected over 
2 million cells. We targeted timepoints from 5 to 14 p.c.w., which spans the first to the 
beginning of the second trimester. The whole dataset resulted in a collection of 26 donors 
(embryos, fetuses), of which 15 were female. After stringent quality control, we obtained 1 665 
937 cells that were included in the downstream analysis. Our analysis strategy consisted of 
pooling all the cells of the dataset and followed by integration at the chemistry level (Chromium 
v2 and v3) using Harmony. In short, we used the Leiden clustering algorithm on the KNN 
graph, which primarily yielded 40 main clusters. By re-clustering each of the main clusters into 
new subsets we increased the cluster resolution further. All final clusters were pooled into a 
complete dataset that resulted in 616 robust clusters of all cellular states and types. We 
identified 12 major cell classes including: radial glia, nIPCs, neuroblasts, neurons, glioblasts, 
OPCs, immune, vascular, placode- and neural crest-derived cells, erythrocytes and fibroblasts. 
At a superior level, the whole dataset was grouped into radial glia and neurons, i.e. half of the 
cells were clearly present in cell cycle whereas the others were post-mitotic.  

As expected in development, we found that most of the cell classes were regionally diverse, 
with the strongest regionalization seen in the neuronal and glial lineages. More surprisingly, 
was the finding of highly regionalized glioblasts that were organized as telencephalic and non-
telencephalic progenitors, reminiscent of the major astrocyte subtypes previously seen in the 
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adult mouse in Paper I. We further defined a maturing group of glioblasts that expressed GJA1 
and AQP4 as pre-astrocytes. We also confirmed the presence of regionalized OPCs that seem 
to originate from EGFR-positive cells, bridging OPCs and the pre-astrocytic populations. This 
contrasts with the adult mouse brain (Paper I), where only one OPC population was identified, 
but agrees with the findings in the adult human brain (Siletti et al 2022, paper in review).  

This dataset revealed an unprecedented high resolution in some different brain regions, 
allowing us to resolve lineages particularly in the forebrain. In the telencephalon, where we 
had fairly equal sampling of all timepoints, we identified the lineage progression of cortical 
excitatory neurons in the pallium by extracting EMX1-positive cells and were able to dissect 
the cell cycle phases of radial glia and nIPCs transitioning into maturing neurons.  

Finally, we applied EEL-FISH (Borm et al. 2022) on a human whole embryo at 5 p.c.w. 
targeting over 400 genes that revealed the spatial distribution of the early patterning of the 
neural tube. This allowed us to map the single-cell clusters of the corresponding timepoint to 
their spatial location in the neural tube, by using a modified version of the Tangram algorithm 
(Biancalani et al. 2021). Based on a selective collection of gene expression patterns from the 
EEL-FISH genes and the prosomeric model (L Puelles 2009), we anatomically annotated all 
major segments including the germinal zones in the hindbrain of the neural tube. Altogether, 
this serves as a comprehensive study of the early human developing brain during the critical 
first trimester that could be partially confirmed in situ. We believe that it will become a useful 
resource for other developmental-related research areas and aid the understanding of brain 
development in human and other species.   

 

7 CONCLUSIONS AND PERSPECTIVES 
The existing and almost endlessly emerging biomedical high-throughput technologies have 
unsealed new concepts and opportunities for answering fundamental biological questions. It is 
therefore worth emphasizing the impact that these technologies have on our approach to design 
and form new experiments and hypotheses. scRNA-seq has especially contributed to the large-
scale, unbiased discoveries of cell types, their dynamics and tissue heterogeneity, all of which 
have an apparent role of systems biology today. Despite, systems biology seeming like a young 
field, the concept has been around for quite some time with the modern terminology introduced 
in the late 1960s (Trewavas 2006; Kesić 2016). This concept is fundamental to how we explore 
science as it goes against the reductionistic way of thinking. However, biology at that time, that 
was dependent on other disciplines such as chemistry and physics (e.g. the discovery of the 
DNA structure), had to practically be approached in a reductionist view. Furthermore, many 
pioneering ideas during the mid-20th century could not be put into practice because of the 
technical evolution lagging behind. As time has gone by, many theories such as constructing 
gene regulatory networks of a cell’s molecular machinery, have advanced in parallel with the 
technical development of experimental biology. Today, we are able to compose large-scale 
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experiments and measure thousands of genes in thousands of single cells, all in one experiment. 
As a result, we are facing an anti-reductionistic view of approaching biology with all the 
emerging technologies related to single-cell genomics. Data-driven and hypothesis-generating 
research can be overwhelming, many times because the research question is not always well-
defined beforehand, as is the case with many cell-atlasing projects. On the other hand, 
observing biological phenomenon representative in a whole biological system (a cell, whole 
organism etc.) in an unbiased way, may lead to new and exciting findings that sometimes even 
contradict traditional views or explanations. In that sense, this thesis exemplifies the 
contribution of scRNA-seq to the overall discoveries in tissues with limited access, such as the 
developing human brain, to give an overview of species-conserved and unique developmental 
mechanisms as well as illuminating the potential of these findings in the context of disease.  

To summarize and put our findings into perspective, the adult mouse brain atlas in Paper I 
demonstrates that it is possible to generate a cellular and molecular taxonomy of the nervous 
system that can further be used to describe anatomical landmarks in the brain. This also shows 
that single-cell gene expression profiles at the cluster level can be mapped to a spatial reference 
atlas of the same species, which was done by using gene expression voxels from in situ 
hybridization data from the Allen Mouse Brain Atlas. Furthermore, this kind of data indicates 
the possibility of relating a molecular organization of cell types to its developmental origin. 
Altogether, this study shows that scRNA-seq provides a tool for understanding cell type 
heterogeneity in a complex tissue and is able to capture fine gene expression signatures that are 
possible to locate in situ based on a few combinations of genes. This was partially demonstrated 
by revealing the spatial preference of astrocytes through RNA in situ hybridization by using a 
small combinatorial gene set from the single-cell data, in order to identify their telencephalic 
and non-telencephalic populations. As a whole, this cell taxonomy atlas of the mouse nervous 
system constitutes a resource for basic and mechanistic biology, which has been widely used 
by others.   

The development of RNA velocity in Paper II marks a good example of how theories usually 
evolve in conjunction with technological advancement. By exploring existing sequencing data, 
RNA velocity shows how “side-effects” in sequencing protocols can lead to a new conceptual 
framework for analyzing scRNA-seq data. Inferring transcriptional dynamics in single cells 
has been enabled with the realization that internal priming of poly-A stretches of RNA 
molecules is a consequence of several single-cell protocols and results in the detection of 
intronic sequences in about a quarter of the sequencing reads. Furthermore, this computational 
method has not only opened up a new way of analyzing transcriptional cellular states, but also 
highlighted previously unnoticed phenomena occurring in widely used sequencing protocols 
which is now being further investigated and mapped (Svoboda, Frost, and Bosco 2022). 
Another strength with this method is highlighted by the possibility to estimate the future state 
of a cell on already existing single-cell data. Validations on bulk RNA-seq data of the mouse 
liver targeting circadian genes, various tissues undergoing cellular differentiation including 
human tissue, demonstrate the robustness of the method. We showed that applying RNA 



 

38 

velocity on single-cell data of embryonic human cortical tissue, captures major cells states of 
the excitatory neuronal lineage. By RNA in situ hybridization, we confirmed that these cell 
states are in fact present in corresponding human tissue of matching age. RNA velocity has 
thereby contributed to a new way of extrapolating transcriptional profiles of single-cells 
sampled at one specific timepoint, into their future states. The caveats of this model have been 
rapidly addressed by others in the community (Bergen et al. 2020; 2021), that have refined it. 
For example, RNA velocity postulates that all genes have a similar splicing rate while scVelo 
redefines previous assumptions in the model in order to estimate gene-specific splicing rates 
(Bergen et al. 2020). We are continuously learning more about the applications and pitfalls of 
velocity-based algorithms and will gain further knowledge by complementary datasets 
measuring other modalities, such as observing cell fate decisions at the chromatin level which 
was recently shown by Tedesco et al. 2022 through Chromatin Velocity.   

Our last effort in Paper III, shows the power of sampling a great number of cells from access-
limited tissues like the human developing brain, which have provided profound insights into 
specific developmental events. We observed major patterning events across the neural tube and 
maturing brain. Moreover, the astrocytic heterogeneity found in the adult and developing 
mouse brain (Zeisel et al. 2018; Manno et al. 2020) was confirmed and extended in human with 
the presence of telencephalic and non-telencephalic glioblasts. The observation of region-
specific OPCs confirms an early heterogeneity emerging during development that hitherto was 
difficult to detect, demonstrating the importance of consistent sampling of multiple timepoints 
and regions during a developmental time window. We delineated the cortical excitatory 
neuronal trajectory in the pallium of the telencephalon, including their gradual maturation and 
cell cycle phases in both radial glia and nIPCs, proving the detailed resolution of this dataset. 
The cell cycle modeling in pallium also shows the application of RNA velocity through the use 
of DeepCycle. In the subpallium, we identified the lateral-, medial- and caudal- ganglionic 
eminences (LGE; MGE; CGE) and describe the migration of telencephalic interneurons to 
cortical tissues. In addition, we were able to see patterns of a minor group of CGE- and MGE-
like neurons in the thalamus and hypothalamus that were not expressing FOXG1, thus these 
cells are thought to originate elsewhere than telencephalon. Finally, we provide a unique spatial 
dataset of the neural tube at 5 p.c.w., revealing the distribution of early patterning genes and 
germinal zones in the hindbrain. We were able to spatially map individual single-cell clusters 
containing neural progenitors and maturing neurons of the matching age. All in all, this dataset 
contributes to the further understanding of human brain development during the critical first 
trimester and underlines the emerging complexity of the brain at early timepoints.   

Altogether, our studies provide significant insights into a global view of the brain’s cellular 
complexity. As human brain development and the emergence of cell type identity is still 
relatively unexplored, this kind of dataset serve as a good reference for other developmental-
related research. However, the opposite is also true. One among many difficulties when 
constructing cell-atlases of developing tissues, especially in human, lie in the annotation 
process of cell types and cell states. In contrast to other animal models such as mice, 
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reproducibility is often compromised in study designs encompassing rare human tissues which 
may confound results that is beyond our control. Individual variations influence the accuracy 
of estimating the gestational age in human and the precision in distinguishing anatomical 
landmarks in the brain is especially difficult during early development. In addition, human 
studies of this kind lack internal controls in the sense that there is no standardized way of 
estimating how well our sampling represents the whole brain for each timepoint. We can 
overcome some of these limitations by repeatedly measuring a large number of cells with 
scRNA-seq, assuming that we get a representative depiction of the developing brain. Despite 
that, we still heavily rely on previous knowledge not only of human, but also of other species 
whose developmental time course have been densely studied. Early studies on human brain 
development have typically included histological examinations using chromogenic or 
immunohistological stainings, in one example targeting as early as 28 days of gestation (Müller 
and O’Rahilly 1988) and we are continuously finding new anatomical patterns that has not 
been described  before (Nascimento et al. 2022). These histological studies are essential for the 
validation of our findings based on the single-cell data. On the contrary, we are still exploring 
the specificity of these histological data that usually measure a targeted set of proteins that may 
overlap between multiple cell types. Our findings together with other studies of similar kind, 
complement our understanding of cell type-specificity and the transient cell states during 
development. As important are the spatial distributions of emerging cell types during 
development, which is why we also depend on spatial transcriptomics among other spatial 
techniques to assess the tissue composition.  

With the vast number of datasets that have been generated with single-cell technologies, the 
future of single-cell biology is facing the need and challenge to integrate this great collection 
of cells across different tissues. The Human Developmental Cell Atlas is one among several 
existing consortia striving to do this with the aim to generate a reference map of all cells during 
human development (Haniffa et al. 2021). Our data on human brain development is part of this 
consortium and will hopefully provide new insights into the developing brain together with 
other present datasets. Moreover, our dataset may serve as a useful reference for validating in 
vitro experiments including many cell differentiation protocols of various kinds such as human 
induced pluripotent stem cells used for generating midbrain dopaminergic neurons as a 
treatment strategy for Parkinson’s disease (Studer 2012; Ásgrímsdóttir and Arenas 2020). 
However, while an assembly of millions of cells obtained from various sources increases the 
chances to observe biological phenomena in different tissues, it is as important to be able to 
interpret the integration of all datasets in a profound way. Beyond being able to successfully 
integrate data, the question remains as to which extent resulting integrations masks any 
biological features unique to a dataset. Particularly problematic is the integration of multiple 
datasets containing cells that undergo dynamical transformations as is seen during 
development. Comparing clusters (i.e. cell types) between datasets is not always informative 
in the sense that these often represent a gradual change of a cell population, as is noted in our 
developmental data. Similarly, aligning datasets – containing cells from different experimental 
conditions or a disease state – to a reference dataset, is also a challenge. To deal with this, 



 

40 

efforts have been made to align cell trajectories between datasets (Sugihara et al. 2022; Alpert 
et al. 2022). While there are multiple tools for aligning query datasets to reference atlases, many 
are still being developed and some of them specifically addressing strategies to integrate 
datasets between species.   

Developmental biology has entered a new era where technological advances have made it 
possible to design large-scale studies without predefined hypotheses. As sequencing costs has 
drastically decreased and improvements in single-cell genomics methods have dramatically 
improved, we have seen a great number of studies in human tissue and will continue to see an 
increase in such studies of different disease models including patient-derived specimens. 
Current available single-cell datasets in mouse development will serve as a template for 
understanding and translating findings in human development. The rise of multi-modal single-
cell protocols that captures not only RNA, but also chromatin modifications and protein levels, 
will contribute to a better understanding of gene regulations that can be correlated to 
phenotypes observed during developmental processes of an organism (C. Zhu, Preissl, and Ren 
2020; Kashima et al. 2020). 
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Science cannot solve the ultimate mystery of nature. And that is because, in the last analysis, 
we ourselves are a part of the mystery that we are trying to solve. 
                     

Max Planck 
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