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POPULAR SCIENCE SUMMARY OF THE THESIS 

The four articles which make up this thesis describe studies about harmful and beneficial effects 

of various treatments for rheumatoid arthritis. Rheumatoid arthritis is a chronic disease of the 

immune system, which affects close to one out of a hundred persons in Sweden, and mainly 

manifests itself by gradually destroying the patient’s joints. To prevent irreversible joint 

damage and loss of function, early treatment with disease modifying anti-rheumatic drugs 

(DMARDs) is recommended. The treatment starts with conventional synthetic DMARDs, and 

patients who do not respond to these, switch to biological DMARDs or novel synthetic 

DMARDs called JAK inhibitors. It may take some time before the effects of DMARDs appear, 

but pain and inflammation can be relieved with glucocorticoids and non-steroidal anti-

inflammatory drugs in the meantime. 

In the first study, we compared the risk of perforation of the intestine between different 

DMARDs, motivated by a concern that one of the newer biological DMARDs, tocilizumab, 

might increase this risk. We found that the proportion of patients who experienced intestinal 

perforations, among those treated with tocilizumab, was roughly double that in other DMARD 

treatment groups. The risk was low (around 4 intestinal perforations in 1000 patients treated 

with tocilizumab per year), but, since the consequences of intestinal perforations can be serious 

(bacteria could spill out from the gut, into the blood stream, causing sepsis), patients should be 

carefully evaluated before initiating treatment with tocilizumab, and controlled during 

treatment. 

In the second study, we compared the effectiveness of JAK inhibitors, to that of biological 

DMARDs. We mainly had data about one of the JAK inhibitors, called baricitinib, which is 

preferred in Sweden, and we found that it is at least as effective as biological DMARDs. JAK 

inhibitors are also more convenient to administer, since they are pills that can be swallowed, as 

opposed to biological DMARDs, which need to be injected. On the other hand, results from a 

new randomized controlled trial showed that JAK inhibitors may increase the risk of cancer 

and cardiovascular disease in older patients, compared to some biological DMARDs. Thus, 

despite similar effectiveness and more convenient administration of JAK inhibitors, biological 

DMARDs with better known risk profile may be the preferred initial choice, reserving JAK 

inhibitors for patients who responded poorly to these biological DMARDs. 

In the third study, we tried to mimic the design of a randomized controlled trial in a study using 

data from real clinical practice, called an observational study, and we compared the results of 

the observational study with those of the trial. The purpose of this comparison was to test if our 

observational study could provide correct results, since the results of randomized controlled 

trials are generally accepted as the true effects of treatments. The main advantage of trials is 

that the studied treatments are given at random to trial participants, making the groups of 

participants who receive different treatments similar on average. In real clinical practice, 

treatments are given considering the patient’s characteristics. For example, patients who end 

up receiving a new treatment, perceived as more efficient, may be the ones that are sicker 



compared to patients receiving the conventional treatment. Since sicker patients may have 

worse outcomes regardless of what treatment they receive, comparisons between patients 

receiving the new and the conventional treatment in real clinical practice are unfair. Statistical 

methods are used to correct this unfairness (bias) in observational studies, but these are not as 

effective as randomization. Nonetheless, some authors argue that, besides randomization, trials 

have other virtues that could benefit observational studies. Indeed, despite the lack of 

randomization, once we designed our observational study to mimic the target trial, we obtained 

very similar results to those of the trial. Therefore, our findings indicate that observational 

studies designed to resemble trials could produce trustworthy results about the effects of 

medical therapies. 

Finally, in the fourth study we assessed the risk of serious infections associated with the use of 

glucocorticoids. Glucocorticoids are synthetic drugs related to a hormone produced by our own 

bodies called cortisol which, among other effects, inhibits the immune system, thus controlling 

inflammation and pain. Drugs that inhibit the immune system may also increase the risk of 

infection, but how much glucocorticoids increase this risk, and how this depends on the dose 

and length of treatment is still debated by rheumatologists. The treatment with glucocorticoids 

for rheumatoid arthritis is very dynamic, the drug being started at a higher dose, which is 

reduced over time to a stop, and restarted if the disease activity cannot be properly controlled 

with other drugs. Such a changing treatment, in response to a changing disease activity and 

other factors, is complicated to study, and may be responsible for the uncertainty surrounding 

the effects of glucocorticoids. We used a new technique for analyzing the effects of such 

changing treatments, and we observed that the risk of serious infections increased with the dose 

and the duration of glucocorticoid use. However, the risk increase was small for low doses (less 

than 10 mg prednisone daily) used for up to one year, compared to no use. 

In summary, our results suggest that: tocilizumab increases the risk of intestinal perforations, 

thus patients should be carefully evaluated before initiating treatment with tocilizumab, and 

those who initiate this treatment should be closely monitored during therapy; JAK inhibitors 

are an effective option for treating rheumatoid arthritis but, in light of new information about 

their safety, they may be reserved for patients who have failed more established biological 

DMARDs; and the risk of serious infections increases gradually with the dose and duration of 

glucocorticoids use, thus reducing the durations of treatment and the dose to the minimum 

effective is advisable. Finally, designing observational studies to mirror target trials may 

improve their ability to correctly determine the effects of drug treatments. 

 

  



 

 

ABSTRACT 

Study I – Biological disease-modifying anti-rheumatic drugs (DMARDs) and the risk of gastro-

intestinal perforations 

Study I was motivated by previous signals of an increased risk of lower gastro-intestinal 

perforations among rheumatoid arthritis (RA) patients treated with tocilizumab. 

The primary aim of study I was to compare the incidence of lower gastro-intestinal perforations 

between RA patients initiating the biological DMARDs tocilizumab, abatacept, rituximab and 

tumor necrosis factor inhibitors (TNFi). Secondary comparisons with bionaïve RA patients and 

general population controls were made. 

We designed a cohort study which included RA patients identified in the Swedish National 

Patients Register (NPR) and we identified biological DMARD treatments in the Swedish 

Rheumatology Quality Register (SRQ). General population controls, matched by sex, age and 

location to biological DMARD treated RA patients, were available. The main outcome was 

hospitalization or death due to lower gastro-intestinal perforations identified using a 

prespecified list of International Classification of Disease, 10th revision (ICD-10) codes in the 

NPR and the Swedish Causes of Death Register.  

In line with previous studies, we observed an increased risk of lower gastro-intestinal 

perforations among patients treated with tocilizumab compared to patients treated with TNFi 

(hazard ratio of 2.2, 95% confidence interval 1.3 to 3.8), and there was no evidence of an 

increased risk among patients treated with abatacept or rituximab. Also, compared to general 

population controls, only RA patients treated with tocilizumab had an increased risk of lower 

gastro-intestinal perforations after adjustment for sex, age and baseline glucocorticoids use. 

The absolute risk of lower gastro-intestinal perforations was low even under treatment with 

tocilizumab (~4 events /1000 person-years), but considering the potential for serious 

complications, the presence of additional risk factors, such as older age and use of 

glucocorticoids, should be evaluated before deciding to initiate tocilizumab, and patients 

should be monitored for diverticulitis and lower gastro-intestinal perforations during treatment. 

Study II – Comparative effectiveness of baricitinib, tofacitinib and biological DMARDs in RA 

Study II was motivated by a lack of evidence for the relative effectiveness of the Janus Kinase 

inhibitor (JAKi) baricitinib compared to non-TNFi biological DMARDs. 

The aim of study II was to compare the effectiveness of the JAKis baricitinib and tofacitinib 

with that of biological DMARDs. 

Study II was a cohort study which included RA patients who initiated baricitinib, tofacitinib, 

abatacept, interleukin-6 inhibitors (IL-6i), rituximab, and TNFi, as identified in SRQ. In the 

primary analysis, these patients were followed for one year from treatment initiation, at the end 



of which the proportions of treatment responders were evaluated using to the following 

measures: EULAR disease activity score assessed on 28 joints (DAS28) good response, health 

assessment questionnaire disability index (HAQ-DI) improvement > 0.2 units compared to 

baseline, and clinical disease activity index (CDAI) remission. Patients who discontinued 

treatment before one year were classified as “non-responders”. Improvements at three-months 

compared to baseline in DAS28, HAQ-DI, and CDAI, as well as drug retention over follow-

up were also assessed. 

After confounding adjustment, one-year treatment response proportions were consistently 

higher on baricitinib compared to TNFi, even though the differences were small. Comparisons 

with non-TNFi biological DMARDs also favored baricitinib, but not consistently. There was 

no evidence that response proportions on tofacitinib were different from those on baricitinib or 

biological DMARDs, but the sample of tofacitinib treated patients was small, limiting 

precision. Drug retention was significantly higher on baricitinib compared to alternatives, and 

the magnitude of three-months improvements followed a similar pattern to one-year treatment 

responses. 

In conclusion, our results show that baricitinib and tofacitinib are at least as effective as 

biological DMARDs for treating RA. 

Study III – Emulation of the SWEFOT trial in observational data 

Study III was motivated by a lack of confidence in the comparative effectiveness evidence 

generated by observational studies, which could prove a valuable complement to randomized 

controlled trial (RCT) comparative efficacy evidence. It has been suggested that designing 

observational studies to mimic RCTs may reduce bias. A sensible approach for testing the 

validity of trial emulations in observational data is to emulate an existing trial protocol, and 

then compare the results.  

Therefore, the aim of study III was to emulate the protocol of the Swedish Farmacotherapy 

(SWEFOT) pragmatic trial in an observational study including a non-overlapping sample of 

participants coming from the same source population (Swedish RA patients) and to compare 

the results. In SWEFOT, methotrexate (MTX) insufficient responders were randomized to 

receive additional infliximab or sulfasalazine (SSZ) + hydroxychloroquine (HCQ). In the 

observational study, we included RA patients initiating infliximab (N = 313) or SSZ + HCQ 

(N = 196) after MTX, identified using data from SRQ and the Prescribed Drugs Register, and 

mimicking the SWEFOT eligibility criteria. The primary outcome was the proportion of 

EULAR DAS28 good responders at 9 months, classifying patients who discontinued treatment 

as non-responders. 

The proportions of responders in the observational emulation were comparable to those in 

SWEFOT: 39% (vs. 39% in SWEFOT) for infliximab and 28% (vs. 25%) for SSZ + HCQ. The 

crude observed response ratio was 1.39 (95% confidence interval: 1.04 to 1.86), increasing to 



 

 

1.48 (95% confidence interval 0.98 to 2.24) after confounding adjustment, compared to 1.59 

(95% confidence interval 1.10 to 2.30) in SWEFOT.  

Thus, by designing our observational study to emulate SWEFOT, we could closely replicate 

the trial results, favoring infliximab over SSZ + HCQ combination therapy at 9 months. 

Study IV – Glucocorticoid exposure and the risk of serious infections in RA 

Study IV was motivated by the apparent disagreement between RCT and observational study 

results regarding the risk of serious infections associated with the use of glucocorticoids in RA, 

revealed in a meta-analysis. We hypothesized that the conflicting results could be explained by 

improper representations of a time-varying exposure and improper confounding adjustment, in 

previous observational studies. 

Thus, in study IV we aimed to contrast the incidence of hospitalization for infections (serious 

infections) between different oral glucocorticoid time-varying dose histories over three years, 

adjusting for time-varying confounding and selection bias using inverse probability weighting 

(IPW). 

We identified 9639 patients newly diagnosed with RA in SRQ and followed them for three 

years after their first rheumatology visit. To allow the exposure to vary over time, and to adjust 

for time-varying confounding, each participant’s follow-up was divided into 90-day periods. 

The average daily-dose of dispensed oral prednisone was calculated in each period, 

categorizing it into “no use”, “low” (≤ 10mg/day) and “high” (> 10mg/day) doses. Time-

varying confounders were measured before each exposure period. The incidence of serious 

infections over follow-up was modelled by pooled logistic regression, allowing separate effects 

for different periods of the exposure history. 

An increased incidence rate of serious infections was associated with higher glucocorticoid 

doses and the association was stronger for more recent compared to past exposure. Compared 

to no glucocorticoids, exposure to low doses during the first year added 1.8 serious infection 

cases per 100 patients (95% confidence interval 0.8 to 2.8) at three years, while exposure to 

high doses added 4.1 (95% confidence interval 2.5 to 5.8) cases. 

Hence, our results broadly agree with previous observational studies showing a dose dependent 

increased risk of infections associated with (recent) use of oral glucocorticoids. 
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1 INTRODUCTION 

1.1 RHEUMATOID ARTHRITIS 

Rheumatoid arthritis (RA) is a chronic inflammatory disease primarily characterized by 

progressive joint damage with consequential reduced functional capacity (1,2), potentially  

accompanied by systemic manifestations (3). The estimated adult onset RA prevalence in 

Sweden is approximately 0.6% to 0.8% of the population (4). 

In most cases, RA does not remit spontaneously (5), and requires early initiation of, usually, 

long-term treatment with the goal of slowing down disease progression towards remission (or 

at least low disease activity) to prevent loss of function (treat-to-target strategy) (6,7). To 

support this targeted treatment strategy, the disease activity and the functional ability of the 

patient needs to be quantified. Several composite measures that combine various clinical and 

laboratory parameters have been developed for this (8). 

1) The Disease Activity Score (DAS) using 28-joint counts (DAS28) is calculated as a 

weighted sum of swollen joint counts (out of 28), tender joint counts (out of 28), an 

inflammation biomarker (either the C-reactive protein (CRP) or the erythrocyte 

sedimentation factor (ESR)), and a global assessment of the patient’s disease activity 

and health state provided by the patient (measured on a visual analogue scale from 0 to 

100) (9). DAS28 takes values between 0 and 9.4, and has validated thresholds for 

remission (< 2.6) and low disease activity (< 3.2) (10). However, because tender joint 

counts and inflammation markers receive higher weights, DAS28 defined remission 

states allow too many swollen joints, and treatments with strong effects on 

inflammation markers (such as Interleukin-6 (IL-6) receptor blockers and Janus Kinase 

inhibitors (JAKi)) have a disproportionate inflouence on DAS28 (11). 

2) The Clinical Disease Activity Index (CDAI) is a simple sum of the swollen and tender 

joint counts (out of 28), and global assessments of the patient’s disease activity 

provided by both patient and physician (measured on a visual analogue scale from 0 to 

100) (8,9). Contrary to DAS28, the CDAI components are not weighted differently (all 

have weights of 1). Remission is defined as a CDAI ≤ 2.8, and it is considered that 

CDAI discriminates remission states better than DAS28 (11). Also, CDAI is a purely 

clinical index, which excludes laboratory values, making it more accessible for routine 

checks. 

3) The Health Assessment Questionnaire (HAQ) is a standardized instrument meant to 

evaluate the self-reported global health state and functionality of patients. The HAQ 

has several components that address different dimensions of the patient’s status, one of 

them being the Disability Index (HAQ-DI). The HAQ-DI contains 20 questions about 

several different daily motor activities that the patient can answer on a scale from 1 (no 

disability) to 3 (completely disabled) (12). 
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These composite indices are frequently employed as outcomes measures in RA comparative 

effectiveness studies, and, because they guide treatment choice, they are used as bias 

adjustment covariates in observational studies. As such, we have used them in all our studies. 

1.2 THE PHARMACOTHERAPY OF RHEUMATOID ARTHRITIS 

The RA pharmacotherapy landscape keeps evolving, with new agents and drugs classes having 

emerged in the last 30 years. 

Traditionally, RA has been treated symptomatically with non-steroidal anti-inflammatory 

drugs (NSAIDs), other analgesics, and glucocorticoids, to subdue pain and inflammation. 

However, with the possible exception of glucocorticoids (13), these drugs do not control 

disease activity in order to prevent joint damage (14). 

Medicines that, in addition to symptoms control, also retard joint damage and improve function 

are designated Disease-Modifying Anti-Rheumatic Drugs (DMARDs) and are essential for the 

treat-to-target strategy (15). Existing DMARDs are either synthetic molecules or peptides 

produced by biotechnology (called biologics and abbreviated bDMARDs). Conventional 

synthetic DMARDs (csDMARDs) entered clinical use via empirical, serendipitous discovery 

of their effect rather than by aiming at specific biological targets. Most commonly used 

csDMARDs are methotrexate (MTX), sulfasalazine (SSZ), antimalarials (such as 

hydroxychloroquine (HCQ)), leflunomide and gold salts. A newer class of synthetic molecules 

designed to interact with specific, known biological targets (even if this interaction elicits 

effects on multiple immune pathways) are called targeted synthetic DMARDs (tsDMARDs). 

All tsDMARDs currently used in the treatment of RA are Janus Kinase inhibitors (JAKi) (e.g. 

tofacitinib and baricitinib which are the subject of Study II) (16). Small synthetic molecules 

present some advantages over bDMARDs – they are not degraded during digestion, thus can 

be administered orally (17), and they do not elicit anti-drug antibodies (18). bDMARDs are 

mainly monoclonal antibodies which bind with high specificity to soluble or cell surface 

proteins (e.g. cytokines or cytokine receptors) (19). They play an important role in the modern 

treatment of RA, four of them also having biosimilar alternatives (i.e. molecules very similar 

to a reference bDMARD) (20). Their effects were investigated in the first three of our studies. 

Tumor Necrosis Factor inhibitors (TNFi) were the first bDMARDs approved for RA in the late 

1990s. Five TNFi molecules are currently available, four monoclonal antibodies (infliximab, 

adalimumab, certolizumab pegol and golimumab) and a fusion protein (etanercept). They have 

slightly different mechanisms of action and modes of administration, but they all bind to and 

block TNF-α (21).  In early 2000s, several bDMARDs with other targets than TNF-α were 

approved for rheumatoid arthritis. Abatacept is a fusion protein that binds to CD80/86 co-

stimulatory proteins on antigen-presenting cells, blocking their interaction with the CD28 

protein located on T-cells (22). As a result, T-cell activation and consequent cytokine 

production is hindered. Additionally, abatacept may also have direct effects on some antigen-

presenting cells (23). Rituximab is a chimeric monoclonal antibody that targets the CD20 

protein expressed on the surface of certain B-cells, leading to their transient depletion (24). For 

this reason, rituximab was initially approved for treating B-cell lymphomas, but was later 
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shown to also be effective in rheumatoid arthritis (25,26). Since B-cell depletion following an 

initial course consisting of two 1000 mg intravenous rituximab infusions, given two weeks 

apart, is long lasting, the need for re-treatment is evaluated only after a six months pause (27). 

Tocilizumab and sarilumab are monoclonal antibodies that block the action of IL-6 by binding 

to its soluble and membrane-bound receptors. IL-6 is a pleiotropic cytokine (meaning that it 

affects a large number of cells, immune and others), which plays an important role in mediating 

inflammation, thus in RA (28). Tocilizumab was the first IL-6 antagonist proved efficacious in 

the treatment of RA (29). Sarilumab has a greater affinity for the IL-6 receptors and a longer 

half-life compared to tocilizumab, which allows subcutaneous administration once every two 

weeks, an advantage over tocilizumab, which has to be administered weekly in its subcutaneous 

form (30). Both tocilizumab and sarilumab showed lower immunogenicity than other 

bDMARDs and are approved for monotherapy use, in case co-medication with MTX cannot 

be tolerated (31,32). 

Current treatment guidelines state that patients newly diagnosed with RA should start treatment 

with a csDMARD early in the course of disease. The preferred first choice is oral MTX 

combined with short-term (3-4 months) glucocorticoids until the effect of MTX manifests 

(33,34). Patients who are contraindicated or cannot tolerate MTX can use other csDMARDs 

instead, leflunomide and SSZ being regarded as the most effective alternatives (35). 

Antimalarials may be considered for patients with low disease activity due to better tolerability 

(34). Up to 30% of patients will respond insufficiently to the initial treatment with MTX (36). 

If the initial treatment is inefficient, the European Alliance of Associations for Rheumatology 

(EULAR) guideline recommends trying another csDMARD or combining csDMARDs for 

patients without poor disease predictors (i.e. high disease activity, early erosions or presence 

of autoantibodies), and adding a bDMARD or a tsDMARDs for patients with poor disease 

predictors (33,37). The American College of Rheumatology (ACR) guideline recommends 

directly adding a bDMARD or a tsDMARDs to the initial csDMARD (34). Based on few 

randomized head-to-head comparisons (38,39), the latest treatment guidelines express no 

preference for any of the bDMARDs or tsDMARDs (33,34). Nonetheless, a ranking is apparent 

in clinical practice, with TNFi favored as a first line, followed by non-TNFi bDMARDs and 

later on by tsDMARDs. The general recommendation is that bDMARDs should be combined 

with a csDMARD, since the csDMARD could decrease immunogenicity against the bDMARD 

(40), but if a csDMARD cannot be used, there is evidence that IL-6 inhibitor monotherapy is 

more effective than TNFi monotherapy (41,42). 

If remission is not achieved with a first bDMARD, another one could be tried. Thus, many 

patients switch through several therapies, seeking remission. If sustained remission is achieved, 

patients may start tapering (end even stop) drugs in the following order: first the 

glucocorticoids, then the b/tsDMARD, and finally the csDMARD (33). Evidence for sustained 

remission under different treatment strategies involving dose reduction up to discontinuation 

was provided by several studies, but how remission is maintained over longer time and how to 

identify and control relapses as early as possible remains to be understood (43–45). 
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1.3 ETIOLOGICAL OBSERVATIONAL STUDIES 

In order to develop treatment guidelines, the available evidence is discussed by panels of 

experts who agree upon recommendations for clinical practice. Randomized controlled trials 

(RCTs) are the preferred source of evidence, but they are costly and cannot feasibly answer all 

questions brought up by prescribers and patients. As stated earlier, neither ACR nor EULAR 

guidelines express a clear preference for the first b/tsDMARD after MTX insufficient response 

because there are few head-to-head studies comparing all of these alternatives with each other 

(41,42,46–50). Hence, “the comparative effectiveness/safety between bDMARDs and 

tsDMARDs” is on the ACR future research agenda (34). 

Etiological observational studies, on the other hand, aim to answer causal question about drug 

treatments, using data collected outside RCTs, which could complement RCT evidence. Data 

collected outside RCTs is called observational data, but also real-world data, to emphasizes its 

origin in real clinical practice as opposed to the tightly controlled settings of RCTs (51,52). 

Observational studies can employ primary data (collected specifically for the purpose of the 

study) or secondary data (collected for other purposes) (53–55). Secondary health care data, 

for example, is routinely collected to document the interaction between patients and various 

health-care systems for quality assurance, cost reimbursement or resource allocation planning. 

Such data can be leveraged by observational studies to answer many clinically important 

questions at lower cost and timelier than possible in RCTs, thus complementing RCT-

generated evidence to inform regulatory and clinical decision making (56–58). All studies 

included in this thesis used secondary data collected in several linked national Swedish 

registers (as described in Section 4.1) to answer causal questions about the safety and 

effectiveness of RA treatments. 

Regardless of using primary or secondary data, observational studies are affected by several 

biases which requires a careful consideration of study design and data analysis, as described in 

detail in the following sections. Picking the “low hanging fruit” represented by the already 

collected secondary observational data comes at an additional cost.  Since secondary data 

collection is not tailored to specific studies, not all necessary data may be available, which 

imposes the use of potentially imprecise proxies, leaving residual bias even in thoroughly 

conducted studies. Furthermore, data collected routinely is usually not collected in a structured 

manner, at fixed time points, but rather based on the spontaneous interaction between customer 

and a service provider (e.g. when the patient visits health-care facilities), thus missing data may 

occur (see Section 4.2.6) (59). 

Despite the limitations of observational data, its use has a long tradition in drug safety 

monitoring. The collection and analysis of spontaneous adverse event reports from patients 

treated outside RCTs is essential to pharmacovigilance, since real-world drug use may deviate 

from the strict protocols of trials, impacting drug safety (60,61). Moreover, RCTs are usually 

not large enough and long enough to provide sufficient data about rare adverse effects which 

may start being reported once the drug enters clinical use. 



 

 5 

On the other hand, comparative efficacy research has been dominated by RCTs, real-world 

comparative effectiveness evidence being viewed with skepticism (51,62–64). Nevertheless, 

in recent years methodologic advances in the field of causal inference brought real-world 

comparative effectiveness research some support (65). The following section presents a 

framework for designing and analyzing etiological observational studies, based on causal 

inference principles, meant to improve the validity of observational studies and their ability to 

communicate results with the purpose of making them more credible. 

1.4 EMULATING TARGET TRIALS 

The trial emulation framework is grounded in the potential outcomes causal paradigm (see 

Section 4.2.1), but it is non-technical and intuitive (66). According to this framework, an 

etiological observational study should be designed to mimic the process of conducting an RCT 

(an existing one or just a theoretical one) which answers the same study question. The purpose 

of this exercise is to avoid certain biases and to transparently and systematically communicate 

the decisions and definitions involved in structuring and analyzing the observational data, as 

described below. 

To emulate a trial, one needs to first describe how the research question would be answered in 

the trial, and then how the most important elements of the trial could be “mimicked” using the 

available observational data (67). If the observational data is not sufficient to emulate the initial 

target trial, this is amended, re-evaluating if the new version still answers the question of 

interest.  

In a randomized trial, eligible participants are randomly allocated to initiate two (or several) 

treatment strategies at baseline, and are followed for a specified period of time during which 

(or at the end of which) the outcome of interest is measured and compared between the 

treatment groups. The most important elements of a trial emulation are contained in the 

previous sentence. How each element could be emulated in observational data is discussed 

below. 

Treatment strategy 

Commonly, in the first step, all patients receiving the treatments of interest are identified in the 

available data, along with dates of treatment initiation. For intention-to-treat analyses, where 

participants are classified according to their baseline treatment and are assumed to continue the 

baseline treatment throughout follow-up, it is sufficient to know which treatment each patient 

initiated and when. On the other hand, for per-protocol analyses, where patients are followed 

only as long as they respect their assigned treatment protocol, one also has to define protocol 

violations (such as treatment switches) and identify when during follow-up they took place 

(66–68). For example, in Study III we allowed patients in the infliximab cohort to switch 

between infliximab containing products (originator/biosimilars) and also to etanercept, but 

switching to other DMARDs was considered a protocol violation. Thus, it was not enough to 

identify patients initiating infliximab, but we also had to identify infliximab discontinuation 

and switches to other DMARDs during follow-up. Tightly controlled trials specify treatment 
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protocols in great detail (e.g. dose escalation or dose reduction in case of intolerance for each 

treatment component). However, most observational studies based on secondary data do not 

have access to such detailed treatment information and will only be able to emulate pragmatic 

trials in which treatments “naturally” follow the clinical practice (66,69,70). Another treatment 

strategy that cannot be emulated in observational studies is the placebo. “No use” could be 

thought of as equivalent to placebo, but they are not identical (71). Depending on the 

background disease, “no use” may represent a mixture of treatments, other than the studied 

“active treatment”. In diseases where true “no use” is possible, patients not receiving any 

treatment may be very different in terms of background disease severity or other characteristics 

(such as, for example, contraindications for the active treatment) from treated patients and 

comparisons between “active treatment” and “no use” may be problematic. To reduce the risk 

of residual confounding, some authors proposed to only compare patients treated with different 

drugs, known as an active comparator design (72,73). Active comparators are most effective 

in reducing bias when there is no clear preference for one treatment over another, as may be 

the case for non-TNFi bDMARDs and JAKi after TNFi failure in the treatment of RA (74,75). 

In this situation, treatment assignment is closer to random, making the patients in different 

treatment groups more similar on average. Another advantage of comparing active treatments 

is that the start of treatment for each participant can be clearly identified and used as study 

baseline (i.e. start of follow-up). 

Eligibility criteria 

Besides initiating the study treatments, the study population will have to fulfill additional 

eligibility criteria. In most pharmacoepidemiological studies, the minimum eligibility criterium 

is having a certain background medical condition (e.g. RA in our studies), for which the studied 

drugs are used as therapy. In addition, in RCTs, eligible individuals should be able to safely 

receive all the studied treatments (i.e. have no contraindications) and potentially benefit from 

them, since each participant has a non-zero probability of random allocation to any treatment. 

The same principle should be respected in observational studies. Patients with 

contraindications for the studies treatments should be considered for exclusion if those 

contraindications represent confounders, in order to have a non-zero probability for each 

studied treatment in each adjustment covariate pattern. Other characteristics highly correlated 

with exposure could be considered for exclusion as well (see discussion about positivity in 

Section 4.2.5 and discussion about adjusting for instrumental variables in Section 4.2.4). Other 

reasons for restricting the study population in RCTs are improved treatment adherence and 

population homogeneity. Adherence to the assigned treatment strategy is essential for 

interpreting intention-to-treat estimates (76) and homogeneity improves the balance of baseline 

characteristics after randomization and the analysis efficacy by decreasing outcome variance 

(77). Ethical or practical concerns would further narrow down the study populations in RCTs 

– e.g. more vulnerable individuals, such as pregnant women or the very young and very old, 

may be excluded, at least from pre-marketing trials, where not enough safety data is yet 

available about the active treatment; individuals with impaired mental capacity are excluded 

because they may not be able to consent to participation. Ethical aspects may be of less concern 
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for the theoretical target trial to be emulated, which could be more inclusive to reflect the 

population treated in real clinical practice. Importantly, the eligible population must be clearly 

described based on characteristics measured before baseline. In an RCT, data collection is 

prospective, thus at baseline, when eligibility is evaluated, no information is available about 

the follow-up because it has not yet happened. This is not the case in most observational studies 

using secondary longitudinal data, where at the moment of eligibility assessment the researcher 

has access to data about the post-baseline future of each patient. Using such future information 

when selecting patients to be included in the study could introduce selection bias (see Section 

4.2.3) (78). Evoking the target trial reminds the researcher that using follow-up data at 

eligibility assessment would be impossible if the study was conducted prospectively (79). 

Finally, a sufficient presence in the study data-base before baseline and sufficient time from 

baseline to the end of available data are common eligibility criteria to ensure that the necessary 

data is available for each participant (66). 

Treatment assignment 

In the target trial, participants would be randomly allocated to treatments, such that the group 

of patients receiving the active treatment would have similar characteristics, on average, to 

those receiving the reference treatment (see Section 4.2.1). In clinical practice, patients are 

usually assigned to different treatments according to their characteristics, which imposes the 

need to adjust for confounding (see Sections 4.2.4 and 4.2.5).  

Follow-up 

The follow-up is the time period during which the study outcomes are assessed. The premature 

end of follow-up via censoring and how to correct for the resulting selection bias are discussed 

in Sections 4.2.3 and 4.2.5. Here I will focus on the start follow-up, which is an essential design 

decision. Starting follow-up after treatment initiation (i.e. identifying and analyzing ongoing 

treatments, also called prevalent treatments) could lead to selection bias, since treatments 

started before the start of follow-up have the opportunity to influence the selection of patients 

into the study. For example, if eligibility is assigned at the start of follow-up, the ongoing 

treatment can influence which patients become eligible. Furthermore, even is eligibility is 

evaluated at treatment start, only patients who survive and continue treatment up to the start of 

follow-up would be included in the respective treatment cohort (79–81). One simple solution 

to this problem is called the new-user design and it implies starting follow-up at treatment 

initiation, as it is done in RCTs (82). However, studies of prevalent users are not impossible. 

One could imagine a target trial where prevalent users are randomized to stopping or continuing 

their treatment (79). Even when eligibility is assessed at treatment start, some may argue that 

the start of follow-up should be pushed forward, after a lag time, assuming that outcome events 

happening soon after treatment start may not be causally related to the initiated treatment (but 

rather to earlier causes) (83). This could be problematic if treatment can influence (possibly via 

other events than the outcome) the selection of patients at the start of follow-up (79,84). Also, 

if outcome events taking place between treatment initiation and the start of follow-up are 

ignored, the analysis may no longer correspond to a survival analysis which counts the first 
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occurrence of each event. For example, if the incidence of cancer is the outcome event of 

interest, ignoring the first month after treatment initiation and not excluding patients who 

developed cancer during this first month will lead to identifying a mixture of incident and 

prevalent cancers. On the other hand, if none of the compared treatments can have an effect on 

developing cancer during the first month after initiation, and incident cancers are counted 

during this period, then the cumulative incidence curves would be identical between treatments 

during the first months (being driven by background factors which should be balanced if 

confounding had been properly adjusted for), diverging later during follow-up, when 

treatments start affecting the outcome. Less common is starting follow-up before treatment 

initiation, but it may occur if identifying the treatment takes some time (for example collecting 

a certain number of prescriptions) and this may introduce immortal time bias (79,81). The 

problem lies in misattribution of events which happened in the first part of follow-up, while 

treatment is still being defined, to one of the treatment groups or to neither. 

Outcome 

In RCT protocols, the outcomes of interest are clearly defined in terms of what quantities 

should be measured, how and when. As with treatment strategies, observational studies, 

especially those conducted in secondary data, may not be able to adhere to such strict protocols. 

The outcome data used in our studies is of two main types. The first type refers to events such 

as medical diagnoses and treatment discontinuations. Recording the event on a certain date 

implies that it did not take place on other days (the event may still be recurrent). Thus, the first 

type of outcome data is essentially recorded continuously. The second type refers to variables 

which need to be measured explicitly at each time point. For example, DAS28 (used as outcome 

measure in studies II and III), is measured by rheumatologists on certain dates and is unknown 

for all the other days. Because in real clinical practice DAS28 measurements are not planned 

with a study in mind, they are done at various times for different patients. To capture outcome 

information from as many patients as possible, we used wide time-windows around study end-

points, but even doing so it was impossible to completely avoid missing outcome data. Another 

important difference from RCTs is that outcome assessment is not blinded in observational 

studies. Nonetheless, it may be argued that extracting the exposure and outcome from 

independent registers, where each register collects data for other purposes than answering 

research questions, may reduce the risk of outcome misclassification dependent on exposure 

status. 

Causal contrast 

Finally, a causal contrast of interest should be specified, and an analysis plan should describe 

the statistical methods used to estimate this causal contrast. To specify a causal contrast, one 

should describe which study participants included at baseline should contribute to the outcome 

assessment (e.g. everyone who entered the study or just participants who continued baseline 

treatment up to the end-point), how they should be classified according to exposure status (e.g. 

would they be classified according to their baseline initiated treatment or according to the 

treatment status at the end-point), how the outcome would be summarized in each treatment 
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group (e.g. proportion of participants with outcome events out of all participants in the exposure 

group at baseline) and how would the summaries be compared (e.g. a ratio or a difference 

between proportions in different treatment groups). For example, in study III, each participant 

eligible to enter the study at baseline contributed to the analysis with one observation which 

was classified according to the treatment received at baseline (excluding one patient who died 

during follow-up). For each observation, we measured the outcome as a binary treatment 

response variable with values calculated as a function of baseline and end-point DAS28. If a 

participant had discontinued the protocol treatment before the nine-month end-point, the 

outcome was imputed to zero (i.e. non-responder). We summarized the outcomes as treatment 

response proportions within each treatment cohort and contrasted the proportions by 

calculating their ratio. Because all individuals included at baseline were kept in the analysis 

and classified according to their baseline treatment status, we described the analysis as 

intention-to-treat with the modification of classifying participants who interrupted treatment as 

non-responders. Traditional intention-to-treat analyses may not be informative outside tightly 

controlled, short-term RCTs where most patients adhere to the baseline treatment until the end-

point (68,76). An alternative is the per-protocol analysis which estimates causal contrasts as if 

all participants followed the protocol treatment strategy. Even in RCTs, where baseline 

randomization is available, time-varying patients characteristics have to be measured during 

follow-up to correct for selection bias if patients who violate the protocol during follow-up are 

censored (66,68). 
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2 BACKGROUND FOR THE INCLUDED STUDIES 

2.1 STUDY I – BIOLOGICAL DMARDS AND THE RISK OF GASTRO-
INTESTINAL PERFORATIONS IN RA 

RA patients face a higher burden of gastro-intestinal (GI) complications compared to age and 

sex matched individuals without RA, from the same population and calendar period (85,86). 

The proportion of upper and lower GI complications has changed over calendar time, the 

incidence of the historically dominant upper GI perforations showing a decline (85) while the 

incidence of lower GI complications is slowly rising (87,88). Ample evidence attributed upper 

GI toxicity to NSAIDs, which used to be prescribed in high dose and for long periods to contain 

the symptoms of RA (89–92). The development of NSAIDs with decreased GI toxicity 

(selective cyclooxygenase-2 inhibitors), the co-administration of proton pump inhibitors (PPI) 

and the increased early use of DMARDs, which decreases the need for NSAIDs, are all possible 

explanations for the observed decline in upper GI adverse events (93). While this is reassuring, 

an increased incidence of lower GI complications is concerning because they require more 

health-care resources and have higher mortality compared to upper GI complications (94,95). 

For example, mortality rates as high as 40% have been reported for perforated diverticulitis  

(96,97). 

An increased risk of lower GI injury has been associated with the use of glucocorticoids 

(98,99), but NSAIDs, including selective cyclooxygenase-2 inhibitors, have also been 

implicated (100,101). On the other hand, limited available evidence suggests that common 

csDMARDs may not increase the risk of GI perforations (102–104). Besides, the use of 5-

aminosalicylic acid derivatives in the treatment of diverticular disease may even suggest a 

possible protective role for SSZ (105). While sporadic cases of GI injury in patients treated 

with TNFi having been reported (106,107), a study of the British Society for Rheumatology 

Biologics Register Rheumatoid Arthritis (BSRBR-RA) found no difference in the incidence of 

either upper or lower GI perforations between patients receiving TNFi and those not receiving 

any bDMARDs (108). 

A safety signal for lower GI perforations associated with tocilizumab emerged from RCTs 

(109,110) and was later confirmed by a few observational studies. A study conducted in the 

German biologics register (RABBIT) showed an 4.5 times increased lower GI perforations 

incidence rate among patients treated with tocilizumab compared to those treated with 

csDMARDs, but no risk increase for abatacept, rituximab or TNFi (111). Two studies 

compared incidences of GI perforations between TNFi and non-TNFi bDMARDs using US 

insurance claims data (Medicare, MarketScan) (112,113) and two previously validated 

International Classification of Disease (ICD) definitions, one with higher specificity and the 

other with higher sensitivity (114). As expected, the incidence rates of GI perforations were 

higher when a higher sensitivity definition was used. In the first study, the incidence rate of 

lower GI perforations for tocilizumab versus TNFi was 4 times higher when using the specific 

definition and 3 time higher when using the sensitive definition (112). Using the specific 

definition, the second study reported a 2.5 higher incidence rate of lower GI perforations in the 
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tocilizumab cohort compared to the TNFi cohort (113). The study did not report increased 

lower GI perforation incidence rates for rituximab or abatacept versus TNFi. 

2.2 STUDY II – COMPARATIVE EFFECTIVENESS OF BARICITINIB, 
TOFACITINIB AND BIOLOGICAL DMARDS IN RA 

JAKis are a new addition to the arsenal of targeted disease modifying anti-rheumatic drugs 

used in RA. As their name suggests, JAKis inhibit the action of Janus Kinases, enzymes 

(tyrosine kinases) involved in transducing the signal of several cytokines from the membrane 

receptor to the cell nucleus (115).  Each JAKi has selective affinity for certain JAK isoforms, 

thus inhibiting the action of certain cytokines more than that of others (116).  Tofacitinib has 

higher affinity for isoforms JAK1, JAK2 and JAK3, while baricitinib has higher affinity for 

JAK1 and JAK2 (117). This pharmacodynamic specificity diminishes at high drug 

concentrations. 

In 2012, the FDA approved the first JAKi, tofacitinib, for the treatment of RA (118), followed 

by the Swiss medicines authority in 2013 (119) and the Australian medicines authority in 2015 

(120). In the European Union (EU), tofacitinib was approved only in 2017 (121), after an initial 

refusal due to safety concerns in 2013 (122). Tofacitinib was authorized based on a battery of 

eight phase III RCTs (the ORAL trials). In these studies tofacitinib was proven to be: i) 

clinically superior to MTX among patients with active RA not previously treated with MTX 

(but some of whom received other csDMARDs) (123); ii) clinically superior to placebo, when 

used as monotherapy after (cs/b)DMARD discontinuation (124) and when added over a 

csDMARD background (mainly MTX) in RA patients who did not respond to previous 

csDMARD or bDMARD treatments (125,126); iii) non-inferior to adalimumab, when added 

over an MTX background, with tofacitinib monotherapy yielding a lower response rate 

compared to both combination treatments (49). 

Several observational studies evaluated the effectiveness of tofacitinib, in countries where it 

had been approved early (119,120,127–129). These studies also provided the first head-to-head 

comparisons between tofacitinib and other bDMARDs than adalimumab. Their main findings 

are summarized in Table 2.2.1. Studies that compared CDAI remission and low disease activity 

found no significant difference between tofacitinib and bDMARDs (119,120,128). Treatment 

discontinuation due to lack of effect was marginally higher among bDMARDs compared to 

tofacitinib (119,129), even though the reverse might be true at first line of therapy (129). 

Moreover, one study showed that tofacitinib may be more frequently discontinued due to 

adverse events (119). Main limitations were low statistical power (127,128) and lack of clinical 

data in some studies (127,129). The lack of clinical data precluded direct adjustment for 

important confounders such as disease activity, and limited the studies outcomes to drug 

discontinuation or claims-based effectiveness criteria, which cannot be easily interpreted 

clinically or compared to measurements used in RCTs. 
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Table 2.2.1 – Summary of observational studies comparing tofacitinib to other DMARDs 

Author, 

Year 

Country, Data 

Sources, Period 

Treatment Strategies, 

Number of Participants 
Main Findings 

Machado 
2018 

(127) 

US MarketScan 
health insurance 
claims data, 2011 
to 2014 

csDMARDs (n=5399) 
TNFi (n=13367) 
Non-TNFi (n=2902) 
Tofacitinib (n=164) 

Similar claims-based effectiveness 
achieved within 1 year: TNFi vs non-
TNFi (RR 0.9 (95% CI: 0.9 to 1.0)) and 
on tofacitinib vs non-TNFi (RR 0.8 
(95% CI: 0.4 to 1.3)). 

Reed 
2019 

(128) 

US Corrona 
rheumatology 
clinical registry, 
2012 to 2016 

TNFi mono (n=1889) 
TNFi + MTX (n=4352) 
Tofacitinib mono (n=238) 
Tofacitinib + MTX (n=164) 

No differences in CDAI low disease 
activity or remission at 6 months 
between: tofacitinib + MTX vs 
tofacitinib mono (OR 1.1 (95% CI:0.6 to 
2.0)); TNFi + MTX vs tofacitinib mono 
(OR 1.2 (95% CI:0.7 to 2.0)); TNFi + 
MTX vs tofacitinib + MTX (OR 1.1 
(95% CI: 0.7 to 1.9)). 

Finckh 
2020 

(119) 

SCQM-RA, the 
Swiss 
rheumatology 
clinical registry, 
2013 to 2019 

TNFi (n=1847) 
Non-TNFi (n=1338) 
Tofacitinib (n=793) 
 
*non-TNFi bDMARDs: 
abatacept, tocilizumab, 
sarilumab 

Higher probability of treatment 
discontinuation: on TNFi vs tofacitinib 
(HR 1.3 (95% CI: 1.1 to 1.5)) or on 
Non-TNFi vs tofacitinib (HR 1.1 (95% 
CI: 1.0 to 1.2)). 
*Discontinuation due to ineffectiveness 
was more likely for bDMARDs, while 
discontinuation due to adverse events 
was more likely for Tofacitinib. 

No significant differences in CDAI low 
disease activity proportions at 1 year. 

Fisher 
2020 

(129) 

Canadian 
MarketScan 
health insurance 
claims data, 2012 
to 2015 

Tofacitinib first line (n=1031) 
Tofacitinib later line (n=1535) 
bDMARD first line (n=17803) 
bDMARD later line (n=9849) 
 
*bDMARDs: TNFi, abatacept, 
tocilizumab 

Higher probability of discontinuation, 
tofacitinib vs bDMARDs, at first line 
(HR 1.1 (95% CI: 1.1 to 1.3)). 
*Discontinuation rates were the lowest 
on TNFi, while rates on abatacept and 
tocilizumab were similar to tofacitinib. 

Lower probability of discontinuation on 
tofacitinib vs bDMARDs, at later line 
(HR 0.9 (95% CI: 0.8 to 1.0)). 

Bird 
2020 

(120) 
 

OPAL data-base 
(Australian 
rheumatology 
clinical register), 
2015 to 2018 
 

TOFA (n=652) 
bDMARDs (n=2158) 
 
*bDMARDs: TNFi, 
abatacept, rituximab, 
tocilizumab, anakinra 

No significant differences, tofacitinib vs 
bDMARDs, at 18 months: on DAS28 
remission (57.8% vs 52.4%), on CDAI 
remission (30.5% vs 29.0%), on SDAI 
remission (30.9% vs 29.2%). 

No difference in drug discontinuation. 

CI = confidence interval; HR = hazard ratio; OR = odds ration; RR = risk (proportion) ratio 
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Baricitinib was the second JAKi to be approved for RA, in 2017 in the EU and in 2018 in the 

US (118). Baricitinib’s approval was based on four phase III RCTs. In these trials, baricitinib 

was proven: i) clinically superior to MTX in RA patients who have not been treated with 

DMARDs, with similar efficacy between baricitinib monotherapy and baricitinib in 

combination with MTX, but improved radiographic progression on baricitinib in combination 

with MTX (130); ii) clinically superior to placebo when added to a background of csDMARDs 

in patients who have not responded to previous treatment with csDMARDs or with bDMARDs 

(131,132); iii) clinically superior to adalimumab when added over a background of MTX in 

patients with insufficient response to MTX alone (50). 

There is little evidence about the effectiveness of baricitinib compared to tofacitinib or 

bDMARDs in the real clinical practice. Three small studies conducted in Japan compared 

baricitinib to tofacitinib (133–135). They found that baricitinib was more frequently used as 

monotherapy compared to tofacitinib (133,134). The proportions of CDAI six-months 

remissions was higher on baricitinib compared to tofacitinib, but no differences were observed 

in HAQ-DI (133,134). Drug retention was also higher on baricitinib, with fewer patients 

discontinuing due to adverse events, compared to tofacitinib (133,134). 

To summarize, real-world evidence comparing baricitinib to tofacitinib indicates a potentially 

superior effectiveness of baricitinib, reflected in higher drug retention and potential clinical 

superiority. However, if any difference exists between the two JAKis, it is likely minor and the 

small studies available were not able to provide convincing evidence for it. 

2.3 STUDY III – EMULATION OF THE SWEFOT TRIAL IN OBSERVATIONAL 
DATA 

RCTs are the gold standard for comparing the efficacy and safety of treatments, and they are 

the mandatory source of evidence on which the approval of new medical treatments is based 

(136). However, large RCTs require extensive resources and take a long time to complete, 

hence authorities do not usually require more than two positive RCTs designated as the basis 

(“pivotal”) for granting marketing authorization approval (137). Consequently, at marketing 

approval, a new treatment had usually been compared to placebo and to only a few existing 

alternatives (138,139). Furthermore, the populations included in clinical trials are selected and 

may not represent all patients receiving the studied treatments in clinical practice (140,141). 

Prescribers and patients need to balance the relative benefits and risks of all available treatment 

options in order to make optimal treatment decisions. To inform their decisions, comparative 

effectiveness evidence needs to continue being generated after the entry of drugs in clinical 

practice. 

Observational studies could complement phase IV RCTs by providing timely post-marketing 

comparative safety and effectiveness evidence, but they are viewed with skepticism due to their 

susceptibility to bias. The trial emulation framework, described in Section 1.4, states that 

conducting etiological observational studies to emulate existing or theoretical target RCTs 

could help with avoiding some biases. Complex designs and analysis methods are sometimes 
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necessary for bias correction (see for example Section 4.2.5), but they are not always clearly 

reported in pre-agreed protocols (142). Hence, a structured and transparent emulation 

procedure has been previously proposed (143), which entails choosing the target trial, assessing 

the emulation feasibility, drafting a study protocol and registering the protocol before analyzing 

any outcome data. The intention is to avoid selecting which analyses to perform and which 

results to present based on observed exposure-outcome associations  (i.e. result manipulation 

and publication bias) (61,144). 

A sensible approach to testing the trial emulation framework is to emulate existing RCTs and 

to compare results between the target RCT and its emulation (143). This approach has been 

adopted in some studies, with mixed results (145–149). In Study III we add to this literature by 

emulating an RCT from the field of rheumatology, using observational data from the Swedish 

Rheumatology Quality register (SRQ) linked to other national Swedish registers, and 

comparing the emulation results to those of the trial. Our target trial was Swedish 

Farmacotherapy (SWEFOT), an open-label RTC nested in SRQ which compared the addition 

of infliximab over MTX with addition of SSZ and HCQ over MTX, among early RA patients 

unsuccessfully treated with MTX monotherapy for 3 months. In the primary analysis, patients 

were evaluated at 12 months after inclusion (i.e. 9 months after randomization), at which point 

the EULAR good response proportion ratio, comparing infliximab (+ MTX) to SSZ + HCQ 

(+MTX), was 1.6 (95% confidence interval: 1.1 to 2.3) (150).  

Several observational studies compared treatment effectiveness of adding a TNFi (or another 

bDMARDs) versus adding SSZ + HCQ to the MTX background (151–154). The results are 

summarized in Table 2.3.1. Briefly, all observational studies indicated higher effectiveness of 

TNFi + MTX compared to SSZ + HCQ + MTX, despite various outcome definitions, including 

clinical measurements as well as prescription-based algorithms for treatment persistence. 

Two RCTs conducted after SWEFOT did not find SSZ + HCQ added to MTX inferior to 

adding etanercept to MTX at the one-year end-point (37,155). Several differences from 

SWEFOT could be pointed out. First of all, in both studies physicians and patients were blinded 

to the allocated treatment. Second, the study designs and the estimated causal contrasts were 

different. The main analysis in the first trial was an intention-to-treat analysis, classifying 

patients according to their baseline allocation regardless of compliance with that treatment 

(155). In the second trial, patients with insufficient response to the baseline treatment by six 

months were switched to the opposite arm, but patients were analyzed according to the baseline 

treatment (37). On the other hand, secondary analyses showed similar results with non-

responder imputation (155) and among patients who did not switch (37). Third, there were 

differences in the included populations. The first trial included a large proportion of patients 

positive for rheumatoid factor (> 90%) (155). The second trial included patients with a long 

disease activity (mean of ~5year), and a larger proportion were male (37). 
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Table 2.3.1 – Summary of observational studies comparing TNFi + MTX with SSZ + 

HCQ + MTX 

Author, 

Year 

Country, Data Sources, 

Period, Population 

Treatment Strategies, 

Number of Participants 
Main Findings 

Lie 
2011 

(151) 

Norway, NOR-DMARD 
register, before 2010, 
MTX insufficient 
responders with RA 
duration < 5 years 

TNFi + MTX (n=98) 

csDMARDs + MTX (n=129)  
 
* csDMARDs + MTX 
included 44 patients on SSZ + 
HCQ + MTX 

Lower treatment discontinuation 
over 2 years for TNFi + MTX 
compared to several csDMARD + 
MTX (including for SSZ + HCQ 
+ MTX) (HR 0.4 (95% CI 0.3 to 
0.7)). 

Overall superior clinical responses 
at 3 and 6 months for TNFi + 
MTX compared to csDMARD + 
MTX (e.g. EULAR good 
response: 36% vs 16% and 40% 
vs 21% respectively). 

Sauer 
2017 

(154) 

US, Data about veterans 
from several linked data-
bases, 2006 to 2012, 
Veterans with diagnosed 
RA (majority male) 

TNFi + MTX (n=3204) 

SSZ + HCQ + MTX (n=1160) 

Higher treatment persistence (on 3 
prescription-based definitions) 
and adherence on TNFi + MTX 
compared to SSZ + HCQ + MTX. 

Källmark 

2021 

(152) 

Sweden, SRQ, 2000 to 

2012, MTX insufficient 

responders with 

DAS28>2.6 at study 

treatment start 

TNFi + MTX (n=1155) 

SSZ + HCQ + MTX (n=347) 

Short- and long-term DAS28 

remission more likely achieved 

under TNFi + MTX compared to 

SSZ + HCQ + MTX at 1-year 

(OR 1.8 (95% CI 1.2 to 2.7) and 

1.9 (95% CI 1.0 to 3.5)), and at 2-

years (OR 1.9 (95% CI 1.2 to 3.1) 

and 1.6 (95% CI 0.9 to 2.8)). 

Curtis 

2021 

(153) 

US, Corrona register, 

2001 to 2009, bionaïve 

and bDMARD exposed 

RA patients who initiated 

the study treatments 

TNFi + MTX (n=3926) 

SSZ + HCQ + MTX (n=262) 

Higher treatment discontinuation 

in the SSZ + HCQ + MTX cohort 

compared to the TNFi + MTX 

cohort (HR 2.2 (95% CI 1.6 to 

2.9). 

 

Higher CDAI low disease activity 

proportion in the TNFi + MTX 

cohort compared to the SSZ + 

HCQ + MTX cohort in both 

bionaïve patients (49% vs 33%) 

and among bDMARD exposed 

patients (32% vs 27%). 

CI = confidence interval; HR = hazard ratio; OR = odds ration; RR = risk (proportion) ratio 
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2.4 STUDY IV – GLUCOCORTICOIDS AND THE RISK OF SERIOUS 
INFECTIONS IN RA 

Glucocorticoids are a class of therapeutic agents with anti-inflammatory action derived from 

the endogenous steroid hormone cortisol. In the treatment of RA, most frequently used 

glucocorticoids are oral prednisone and prednisolone, while methylprednisolone is common 

for parenteral administration (156). Glucocorticoids were first administered to RA patients by 

Hench, Kendall and colleagues in the 1950s, for which they were awarded the Nobel prize for 

medicine (157,158). 

Glucocorticoids produce various effects via genomic and non-genomic mechanisms. Their 

small and lipophilic molecules can cross cell membranes, bind to intra-cellular (cytosolic) 

receptors and regulate the transcription of a large proportion of the human genome (159). Such 

genomic effects can occur even at very low doses, have longer latency and are responsible for 

both anti-inflammatory activity (by inhibiting the expression of pro-inflammatory factors or by 

activating the transcription of genes expressing anti-inflammatory factors) and for adverse 

outcomes (mainly by transcription activation) (156,160). Components of the glucocorticoid 

cytosolic receptor complex can dissociate and produce non-genomic effects as well (e.g. inhibit 

the release of the proinflammatory arachidonic acid) (161). Glucocorticoids can also inhibit 

cellular immunity by binding to membrane receptors (related to the cytosolic receptors) on 

immune cells such as monocytes and T-cells. Finally, at high concentrations, when 

glucocorticoid receptors are saturated, glucocorticoids can incorporate directly into cellular and 

mitochondrial membranes, changing their physical properties and modifying cell function 

(159,161). 

The extensive effects of glucocorticoids on immune cells present as: i) decreased numbers of 

circulating leukocytes; ii) inhibited synthesis and release of pro-inflammatory cytokines; iii) 

inhibited release of lysosomal enzymes and reactive oxygen species; iv) hindered access of 

leukocytes to inflammation sites through reduced adhesiveness and permeability of the 

endothelium (162,163). This reduced ability of the immune system to fight pathogens increases 

the risk of infection. While the increased risk of infection is generally ascribed to high 

glucocorticoid doses (164), the effect of low doses, commonly used in  RA, and the relation 

between low-dose treatment duration with and risk of infection is less clear (165). 

As stated previously, the preferred source of evidence for causal effect of glucocorticoids on 

the risk of infection would be RCTs. However, most RCTs are not designed to study safety 

outcomes. Two systematic reviews of RCTs assessing the effect of glucocorticoids on the risk 

of infections noted potential selective reporting (only serious infections, only events for which 

causality could be ascertained or only pre-specified infections) (164,166). This likely led to 

underestimation of absolute risks, but relative risk estimates should have remained unbiased 

since underreporting should be independent of treatment, at least in blinded trials. While 

selective reporting might not introduce bias, it may decrease precision, especially when dealing 

with rare outcomes. In a meta-analysis of 21 RCTs evaluating the risk of infection associated 
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with the use of glucocorticoids in RA, an inconclusive pooled risk ratio of 1.0 (95% confidence 

interval 0.7 to 1.4), covering both harmful and protective effects, was reported (166). 

In the same review, a meta-analysis of 42 observational studies yielded a pooled relative risk 

of 1.7 (95% confidence interval 1.5 to 1.9), indicating an increased risk of infection with 

glucocorticoids use (166). Many possible reasons for conflicting results between RCTs and 

observational studies could be suspected. For example, not all included observational studies 

were primarily designed to study the effect of glucocorticoids on the risk of infection. Instead, 

glucocorticoid use was one of many covariates included in regression models (possibly a 

confounder for the main exposure) (167–169). Associations between glucocorticoids use and 

the risk of infections from such analyses don’t necessarily have a causal interpretation since 

confounding adjustment for the main exposure might not be suitable for glucocorticoids 

exposure. Another important issue noted in the review concerning observational studies, was 

the substantial heterogeneity in exposure definitions. This was prompted by the complex 

pattern of glucocorticoids exposure in clinical practice and by various ways in which such 

exposure is captured in clinical databases, electronic health records or prescriptions registers. 

In rheumatology, glucocorticoids are commonly initiated at first diagnosis, are subsequently 

tapered to discontinuation as slower acting csDMARDs take effect, and are often restarted in 

response to recurrent or under-controlled inflammation or when switching DMARDs (for this 

reason they are known as “bridging” therapy) (33). 

More recent observational studies continued to define exposure to glucocorticoids in a variety 

of ways. Exposure and confounding definitions as well as results from recent cohort studies are 

summarized in Table 2.4.1, and those from case-control studies in Table 2.4.2. In some cohort 

studies, exposure was considered fixed (decided) at baseline and kept constant during follow-

up, being measured using information before baseline (170,171), but also after baseline 

(172,173). Fixing exposure at baseline has the advantage of allowing the measurement of 

confounders at one point only (before baseline). However, if exposure changes over the course 

of follow-up, the exposure value measured around baseline may not accurately represent the 

true exposure pattern that produced the outcome. If on the other hand, the baseline exposure 

value is estimated by averaging or cumulating exposure over follow-up, then the baseline 

covariate measurements may not be sufficient to adjust for confounding. The “per-protocol” 

strategy employed by George et al. (170), where participants were followed as long as they 

adhered to the baseline dose, is an appropriate design for studying a baseline-fixed exposure, 

but in this case time-varying covariates need to be measured to account for selection bias via 

censoring at dose changes. In other cohort studies, as in most case-control studies, exposure 

was allowed to change over the course of follow-up. Adjusting for baseline confounders when 

exposure is updated over the course of follow-up may leave residual unadjusted confounding 

if patients characteristics, which changed during follow-up, influenced exposure changes after 

baseline (174). Adjusting for time-updated confounding was common in case-control studies, 

where exposure and confounding were measured within certain time-windows before each 

index-date (i.e. outcome event date) (175–177). However, if the exposure window is long 

enough (e.g. from the start of follow-up to index date) and confounders are measured in 
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overlapping windows, then exposure could affect the confounders, potentially introducing bias 

(see Section 4.2.5) (86,177). Regardless of how exposure and confounders were measured, all 

results pointed to an increasing risk of infection associated with the dose of glucocorticoids 

used. 

Table 2.4.1 – Summary of recent cohort studies addressing the risk of infection associated with 

glucocorticoids exposure 

Author, 

Year 

Country, Data 

Sources, Period, 

Population 

GC Exposure Definition, 

Confounding Adjustment 
Main Findings 

Fardet 
2016 

(172) 

UK, THIN general 
practice data-base, 
2000 to 2012, patients 
with various diseases 
treated with 
glucocorticoids 
(including RA) 

Exposure defined using prescription 
data. 

Exposed – collected GC prescriptions, 
followed during their first treatment 
period 

Not Exposed – did not collect GC 
prescriptions 

Confounding covariates measured at 
baseline, but also during follow-up. 

Increased risk of various 
infections among patients exposed 
to GC versus not exposed, with 
HR varying between 2.0 and 5.8. 
Dose-dependence observed. 

Other potential risk factors 
identified: age, diabetes. 

Roubille 
2017  

(173) 

France, ESPOIR 
cohort, 2002 and 
2005, patients with 
early RA (< 6 
months), naïve to 
DMARDs and GC 

Exposed – any GC prescription during 7 
years of follow-up 

Not Exposed to GC 

Confounding covariates measured at 
baseline. 

Most GC use occurred during the 
first 6 months of follow-up at low 
dose (<5mg/day). 
19 Severe infections occurred 
during follow-up: 16 (4%) in the 
GC exposed cohort and 3 (1%) in 
the unexposed cohort (no adjusted 
contrast was presented) 

Best 
2018  

(171) 

US, MarketScan and 
Medicare, 2012 to 
2013, RA patients 

Oral GC exposure accumulated during 
2012, categorized according to quartiles. 
Contrast between each cumulative dose 
quartile and no GC use estimated. 

Confounders measured during the 
baseline year (2012). 

Dose response relationship 
between the risk of hospitalization 
for opportunistic infections during 
2013 and the use of oral GC 
during 2012, with adjusted ORs 
between 1.0 and 1.9. 

George 
2020  

(170) 
 

US, Medicare and 
Optum, 2007 to 2015, 
RA on stable 
DMARD treatment, 
started 6 months 
before baseline 

Average daily dose of GC estimated 
from prescriptions within 90 days before 
baseline and categorized into: (≤ 5 
mg/day); (> 5 mg/day ≤ 10 mg/day); (> 
10 mg/day). 

Follow-up censored at the end of the 
index DMARD or at a change in GC 
dose. 

Confounding covariates measured during 
the baseline period. 

Dose response relationship 
between the incidence of 
hospitalization for infection and 
the dose of GC.  
The cumulative incidences at 1-
year were higher in Medicare 
(ranged from 8.6% on no GC to 
17.7% on > 10 mg/day) than in 
Optum (ranged from 4.0% to 
10.6%).  
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Table 2.4.1 – Summary of recent cohort studies addressing the risk of infection associated with 

glucocorticoids exposure 

Author, 

Year 

Country, Data 

Sources, Period, 

Population 

GC Exposure Definition, 

Confounding Adjustment 
Main Findings 

Haroui 
2015  

(178) 

Canada, BioTRAC 
prospective cohort, up 
to 2011, bionaïve RA 
patients who initiated 
infliximab 

The dose of GC measured at follow-up 
visits, once every 6 months, and 
categorized into: no GC, (≤ 5 mg/day), 
(> 5 mg/day). 

Adjustment for time-varying 
confounding was done in Cox regression 
models including the time-varying GC 
dose. 

Dose response relationship 
between the risk of 
patient/physician reported 
infections and the dose of GC 
observed: HR 2.1 for low dose; 
HR 2.5 for high dose (vs no GC). 

Schenfeld 
2017 

(174) 

US, MarketScan and 
Medicare, 2005 to 
2014, bionaïve RA 
patients who initiated 
TNFi 

Time-varying GC daily-dose estimated 
from prescription data within follow-up 
episodes. Categorized into: no GC; very 
low dose (≤ 5 mg/day); low dose (≤ 7.5 
mg/day); high dose (> 7.5 mg/day); v) 
very high dose (> 20mg). 

Confounding covariates measured at 
baseline. 

Dose response relationship 
between the incidence of 
hospitalization for infection and 
the dose of GC: IRR 1.4 for low-
dose GC; IRR 2.8 for high-dose 
GC (vs no GC). 

Wu 
2019 

(175) 

UK, linkage between 
primary health-care 
data-base CPRD, 
Hospital Episode 
Statistics and 
Mortality register, 
1997 to 2017, patients 
with polymyalgia 
rheumatica and giant 
cell arteritis 

Daily GC dose derived from prescription 
data. 
Several time-varying GC exposure 
variables defined: 
Current use (binary); current daily dose, 
categorized into: (> 0.0–4.9 mg), (5.0–
14.9 mg), (15.0–24.9 mg), (≥ 25.0 mg); 
Cumulated dose since one year before 
the start of follow-up; 
Cumulated dose within the last year 

Time-varying confounding covariates 
measured at baseline and during follow-
up 

Current GC use associated with 
an increased risk of infections (all 
causes): HR 1.5. 

Dose response relation-ship with 
HR increasing from 1.4 to 2.3 
over the four current daily dose 
categories (vs no GC). 

Cumulated GC dose within the 
last year associated with an 
increased risk of infection: HR 1.5 
for 1g increase in cumulated dose. 

No association for the cumulated 
dose since one year before the 
start of follow-up.  

GC = glucocorticoids; HR = hazard ratio; IRR=incidence rate ratio; OR = odds ratio 
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Table 2.4.2 – Summary of recent case-control studies addressing the risk of infection associated 

with glucocorticoids exposure 

Author, 

Year 

Country, Data 

Sources, Period, 

Population 

GC Exposure Definition, 

Confounding Adjustment 
Main Findings 

Dixon 

2012 

(177) 

Canada, Québec 
region administrative 
data, 1985 to 2003, 
RA patients > 65 
years 

The time-updated cumulative dose of 

oral GC, calculated within a 3-year 

window before each index date, using 

different (estimated) weights for 

exposure in different periods to reflect a 

differential impact on current risk at 

index date. 

Confounding covariates measured prior 
to index date (i.e. time-varying). 

Higher weights estimated for 

recent GC doses compared to past 

doses, indicating that recent GC 

use had a stronger impact on 

current infection risk. 

Increased risk of infections with 
increasing oral GC doses and 
duration of use, with a small but 
statistically significant risk 
increase even at 5 mg /day for one 
week relative to no use. 

Widdifield 

2013 

(176) 

Canada, Ontario 

health administrative 

data, 1992 to 2010, 

RA patients older 

than 65 years 

Current GC exposure defined as 

prescriptions which included the index 

date. Current GC daily dose categorized 

into: low (≤ 5 mg), medium (6–9 mg), 

high (10–19 mg), and very high (≥ 20 

mg). 

Past exposure defined as non-current 

exposure within one year before index-

date (binary). 

 

Confounding covariates measured prior 

to index date (i.e. time-varying). 

Current GC exposure associated 

with an increased risk of 

hospitalization for infections in a 

dose-dependent manner, with 

ORs ranging from 4 for low doses 

to 7.6 for very high doses (vs no 

GC). 

Past GC use independently 

associated with the current risk of 

hospitalization for infection with 

an OR of 2.3. 

Wilson 
2019 

(86) 

UK, linkage between 

primary health-care 

data-base CPRD and 

Hospital Episode 

Statistics, 1997 to 

2012, RA patients 

GC exposure measured between the start 
of follow-up (RA diagnosis) and index 
date. 
Exposure within 180 days before index 
date considered recent. 

Confounding covariates measured prior 

to index date (i.e. time-varying) 

An increased risk of 
hospitalization for infections 
associated with any GC use 
before index-date (OR 1.3) and 
with current GC use before index 
date (OR 1.5), but not with past 
GC use (vs no GC). 
Dose response relationship 

observed. 

GC = glucocorticoids; OR = odds ratio 
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3 RESEARCH AIMS 

The overall aim of this PhD project was to apply principles and methods of causal inference in 

comparing the safety and effectiveness of various RA therapies. 

3.1 STUDY I – BIOLOGICAL DMARDS AND THE RISK OF GASTRO-
INTESTINAL PERFORATIONS IN RA 

In our first study, we aimed to use data from the Swedish RA population to test the signal of 

an increased risk of GI perforations associated with tocilizumab. 

Even though a few observational studies had already explored this association in other 

populations (German and American), our study was motivated by the possibility to adjust for 

confounding using a more comprehensive set of variables, including RA severity and comorbid 

conditions. Moreover, we estimated the incidence of GI perforations in a general population 

comparator cohort to offer a broader context around our results. 

3.2 STUDY II – COMPARATIVE EFFECTIVENESS OF BARICITINIB, 
TOFACITINIB AND BIOLOGICAL DMARDS IN RA 

In the second study, we aimed compare the effectiveness of baricitinib to that of tofacitinib, 

abatacept, rituximab, IL-6 inhibitors and TNFi. 

The second study was motivated by the scarcity of evidence about the effectiveness of 

baricitinib compared to bDMARDs, and the accumulation of a considerable amount of data on 

the use of baricitinib by Swedish rheumatologists, after its EU approval in 2017, which was 

available for analysis. 

3.3 STUDY III – EMULATION OF THE SWEFOT TRIAL IN OBSERVATIONAL 
DATA 

In the third study, we aimed to examine how closely we could emulate the design of the 

SWEFOT open-label trial in observational data, and then to benchmark the results of the 

emulation against those of the trial. 

Additionally, we aimed to explore how results change when relaxing the trial eligibility criteria, 

thus including patients who would not have been eligible for the target trial, but who received 

the study treatment in practice. 

The third study was motivated by the mistrust in comparative effectiveness observational 

studies, and by the possibility to improve the internal validity of observational studies by 

emulating target trials.  
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3.4 STUDY IV – GLUCOCORTICOIDS AND THE RISK OF SERIOUS 
INFECTIONS IN RA 

In the fourth study, we aimed to compare the risk of serious infections (i.e. hospitalization for 

infection) between different patterns of time-varying oral glucocorticoids exposure, among 

early RA patients. 

The fourth study was motivated by the discrepancy between RCT and observational results, 

previously reported in a meta-analysis (166), and by limitations of previous observational 

studies in modelling the time-varying exposure to glucocorticoids in RA, and properly 

adjusting for time-varying confounding. 
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4 MATERIALS AND METHODS 

4.1 DATA SOURCES 

All studies included in this thesis relied on individual data from several population-based 

national Swedish registers (58) linked via the personal identification number allocated to each 

Swedish resident at birth or immigration (179,180). 

The Swedish Rheumatology Quality register (SRQ) was initiated in 1995 to prospectively 

follow RA patients and it contains the Swedish Biologics Register (ARTIS), which covers more 

than 95% of all bDMARD utilization in Sweden (181). Hence, SRQ was the basis for 

identifying RA patients, especially those treated with bDMARDs. This is important since some 

bDMARD administration (e.g. intravenous) takes place in the hospital, thus it is not covered 

by the prescribed drugs register (PDR). The SRQ contains information on the date of treatment 

initiation (more precisely the date of a decision to initiate treatment), and the date and reason 

for treatment discontinuation, as well as data on disease activity (such as DAS28 and its 

components, and CDAI), and functional ability (HAQ-DI), recorded at each rheumatology visit 

(182). 

The Swedish PDR started in July 2005 and collects data about dispensed prescriptions from 

community pharmacies in Sweden (183,184). Each record refers to a dispensed pharmaceutical 

product and contains information about the item dispensed (active substance, brand name, 

pharmaceutical formulation, dosage per unit and number of units in the package), the amount 

dispensed, the date of prescription and the date of dispensation, information about expenditure 

and reimbursement, a unique patient identifier and prescriber information. Active substances 

are classified according to the Anatomical Therapeutic Chemical (ATC) classification system 

(185). The PDR does not include data on over-the-counter dispensations and on in-hospital 

drug use and contains incomplete data on vaccinations and drugs used in nursing homes. Also, 

importantly, information about the indication for treatment and dosing schedule is optionally 

recorded in a free text field which is difficult to use in research. 

The Swedish National Patient Register (NPR) was launched in 1964 but covered only inpatient 

care until 2001 when specialty outpatient hospital care started being reported (186). The most 

important data provided by the NPR are the visit date (as well as discharge date for hospital 

stays), and a list of diagnoses and procedures applied to the patient during the visit. The unique 

patient identifier is also available to link patient data to other sources. Diagnoses are coded 

using the Swedish versions of the WHO ICD system (187). Procedures are coded using a 

Swedish versions of the Nordic Medico-Statistical Committee (NOMESCO) Classification of 

Surgical Procedures. A limitation of the NPR is that it does not have good coverage of primary 

care visits since it is not mandatory to report them. Also, no data on disease severity is available, 

thus we relied on the SRQ to obtain this information for RA patients. 

The Swedish Cause of Death Register is available in its electronic format since 1952 and 

provides information on the date and causes of death for each individual (188). Contrary to the 
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NPR, the Cause of Death Register encodes the causes of death using the international WHO 

ICD system. The information about the causes of death comes from the medical death 

certificate compiled by the physician who last saw the dead individual. The causes of death are 

separated into the underlying cause of death (the disease or injury which initiated the causal 

chain leading to death) and contributing causes of death. 

The Swedish Cancer Register collects data on incident malignancies (and some benign tumors) 

since 1958. The register receives notifications about newly identified cancers from several 

sources (e.g. hospitals, outpatient clinics, primary care physicians, pathology and cytology 

laboratories) but not from the cause of death register, thus missing cancers that were not treated 

(e.g. in elderly or those with difficult early diagnosis such an pancreatic cancers) (189). 

Nonetheless, national coverage is high for most malignancies. 

Demographic data have been collected from the Total Population Register maintained by 

Statistics Sweden (190). This register started in 1968 and contains data about: sex, date and 

country of birth, migration dates, death date and others for all Swedish residents. Data about 

the patient’s education level were obtained from Longitudinal Integrated Database for Health 

Insurance and Labor Market Studies (LISA) (191). 

4.2 GENERAL INTRODUCTION TO METODOLOGY 

The following sections will introduce some general concepts about the methods used to design 

and analyze our four studies. It includes general introductions to the potential outcomes 

framework, the paradigm under which the causal inference methods used in this thesis have 

been developed, to directed acyclic graphs, which can be used to intuitively reason around bias 

sources and adjustment methods, and finally to inverse probability weighting, handling of 

missing data and survival analysis. 

4.2.1 The potential outcome framework of causal inference 

The potential outcomes framework provides a way of defining causality, at the individual and 

at the population level, as a contrast between potential outcomes. It is used to describe the 

conditions under which causal relationships can be identified in scientific studies (192). It is by 

no means the only framework for causal inference (193), but it is the framework under which 

most methods used in this thesis have been developed and explained. 

An individual potential outcome is the outcome that an individual would develop under a 

certain exposure level. Only one potential outcome can be observed – the one corresponding 

to the exposure received. The other potential outcomes are called counterfactual because they 

are “contrary to the fact” (contrary to what actually happened), thus unobserved. It is interesting 

to note that potential outcomes are conceived as fixed, a priori properties of the individual, 

existing before the individual receives any treatment (this is why they are potential). 

Analogously, at the population level, one could define expectations of potential outcomes 

corresponding to each exposure level as the outcome expectations (proportions for binary 



 

 25 

outcomes, arithmetic means for continuous outcomes) had all individuals in the study been 

exposed to each of the exposure levels. An average treatment effect in the study population is 

then defined as a contrast between two such potential outcome expectations, corresponding to 

the two different exposure levels compared (194). 

Defining a causal effect as a contrast between two potential outcome values (or between two 

potential outcome expectations, at the population level) implies that causal effects are relative. 

There is no unique causal effect of a treatment, rather an infinite number of causal effects, 

depending on the reference used for comparison and on the population in which the comparison 

is made. When talking about the causal effect of a treatment one usually refers to the 

comparison between exposing individuals to the treatment versus not exposing them, all other 

things being equal. A causal effect of an active ingredient may be inferred from a comparison 

against placebo, where control patients receive the same pharmaceutical form or medical act, 

but missing the active ingredient, while a comparison against patient receiving no treatment 

would estimate a causal effect of the entire treatment (active ingredient(s) plus pharmaceutical 

form or medical act etc.). 

Ideally, a study would contrast population level potential outcome expectations obtained by 

simultaneously exposing the entire population to each exposure level, but this is impossible 

since the same person cannot be observed at the same time under two different exposure levels. 

In real studies, one group of patients (i.e. cohort) would be observed under one exposure level 

while another group would be observed under another exposure level. If the two groups were 

selected at random, as in an RCT, the probability of outcome observed among those exposed 

to the active treatment should be the same as the probability of outcome had the entire study 

population been exposed to the active treatment, since the group selected to receive the active 

treatment would be a random sample (thus representative) of the entire study population. 

Therefore, the random sample exposed to the active treatment can be used to infer the potential 

outcome corresponding to the active treatment in the study population. The reference treatment 

group would also be a random sample. Hence, if the refence group was also to receive the 

active treatment, the same outcome proportion would be observed as in the active treatment 

group (in a very large study, with ignorable random error). This property is called no 

unmeasured confounding or exchangeability (195), because in the absence of confounding (as 

in an RCT), the two treatment groups can be exchanged for one another (the group allocated to 

the active treatment could receive the control treatment and the group allocated to the control 

treatment could receive the active treatment and the results should be the same). In 

observational studies, confounding is usually present, but exchangeability is assumed 

conditional on the set of measured confounders. This is called conditional exchangeability, and 

it essentially means that, conditional on (i.e. stratified on) the measured confounders, there are 

no other unmeasured confounders. This is an assumption that cannot be tested in the data, but 

rather relies on the judgement of the researcher about the causal structure of the study. 
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4.2.2 Directed acyclic graphs 

Directed acyclic graphs (DAGs) are a useful tool for visualizing how the variables (measured 

or unmeasured) involved in a study could be connected in a causal structure, and how this 

structure could give rise to the observed associations. Visualizing possible causal structures 

behind the data provides intuitive explanations for confounding and selection bias. As such, 

DAGs will be used throughout the following sections where these biases are introduced. 

A DAG consists of nodes which represent variables (usually abbreviated by capital letters), and 

arrows between these nodes (also called directed edges), which represent causal relations 

between variables, with the cause placed at the tail, and the effect placed at the tip of the arrow. 

For example, in Figure 4.2.2.1.A, L, A and Y are variables (the nodes of the graph), L is a cause 

of A, and A is an effect of L and a cause of Y. Going along edges, paths can be described 

between nodes. For example, from L to Y there is one direct path (the arrow from L into Y) 

and an indirect path going through (i.e. intercepted by) A. These are both directed paths 

because in both of them, starting from L, one goes in the direction pointed by the arrows to end 

up in Y. Thus, L is a cause of Y through both these paths. Causality “flows” through directed 

paths, meaning that directed paths describe causal associations between variables. The first 

node in a directed path is sometimes called an ancestor and the nodes on the path that are 

caused by the ancestor are called descendants. DAGs are acyclic because no directed path can 

return to (or end in) its origin node, meaning that a variable cannot cause itself. Paths that 

connect two nodes but contain arrows in opposite directions are called backdoor paths. For 

example, in Figure 4.2.2.1.A, the path starting from A, going to Y, intercepted by L is a 

backdoor path because it contains arrows in opposite directions. This path does not represent a 

causal relationship between A and Y but it will induce a statistical association between A and 

Y. A backdoor path is blocked if it contains nodes into which arrows collide. For example, in 

Figure 4.2.2.1.B, L is such a variable into which arrows coming from A and from Y collide. In 

this configuration L is called a collider, and the path between A and Y intercepted by L is 

blocked. Consequently, the backdoor path between A and Y that collides in L will not introduce 

an association between A and Y. However, as detailed in Section 4.2.3, conditioning on L will 

open the backdoor path and induce an association between A and Y (196,197). 

(A) 

 

(B) 

 

Figure 4.2.2.1 – Simple DAG structures 

DAGs can be thought of as qualitative illustrations of the structure that generated the study 

data. Looking again at Figure 4.2.2.1.A, one could describe a mathematical function that is 

used to generate variable Y, and, because according to the DAG, L and A are direct causes of 
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Y, they will be part of this function (for example, the function could be Y= 5A+2L). The DAG 

is a qualitative illustration of relationships between variables because the numerical 

coefficients that describe how A and L cause Y are not given in the DAG. The DAG only tells 

that “A and L are part of some function that defines Y”. It is usually implicitly assumed that 

besides the variables of interest (endogenous), which are described in the DAG, there are other 

“external and unknown” (exogenous) causes of each variable (i.e. are part of the variables’ 

function) and it is sometimes useful to add them to the DAG (see Figure 4.2.2.2). These external 

variables can be viewed as “error terms”, which add random variability to the variables in the 

DAG. Adding error terms makes it more obvious that the causal relationships between 

variables is non-deterministic (stochastic). For example, the function which defines Y could be 

Y=5A+2L+3UY, and this means that for each fixed combination of A and L values, Y will take 

a variety of values as dictated by different values of UY (198). 

 
Figure 4.2.2.2 – DAG structure with error terms 

4.2.3 Selection bias 

In epidemiology, the term “selection bias” has been used to refer to different issues. This 

section describes selection bias that can be illustrated in a DAG as conditioning on a collider, 

which opens a backdoor path, which distorts the association between exposure and outcome, 

such that the association no longer has a causal interpretation. Another mechanism described 

as selection bias is when the selection of the study population is dependent on effect modifiers 

(i.e. variables that interact with exposure changing the magnitude of its association with the 

outcome) which impacts the generalizability of results (199). 

The basic collider structure is shown in the DAG in Figure 4.2.2.1.B. In this structure, the 

variables A and Y are both independent causes of a third variable L, which makes L a collider, 

and conditioning on L will open the backdoor path A>L<Y, inducing a non-causal association 

between A and Y, which combines with the existing causal association. 

Intuitively, the association between A and Y conditional on L can be explained as follows. Say 

A, Y and L are all binary variables, and A and Y are the only two independent causes of L, the 

presence of either cause (A=1 or Y=1) increasing the probability that L=1 (compared to the 

absence of A and Y). Analyzing only observations with L=1 (i.e. conditioning on L), if A=0 

then it is more likely that Y=1, since there is no other cause that could have produced L=1. 

Thus, conditional on L, knowing the value of A gives information about the value of Y (i.e. 

they become statistically associated). In this situation, where both A and Y were positively 

associated with L, conditional on L, A and Y become inversely associated. 
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One circumstance in which selection bias may occur is when exposure was initiated before 

baseline (prevalent exposure), thus potentially influencing the study population selection at 

baseline, and selection is also influenced by outcome risk factors (78,79). Similarly, a pre-

baseline variable could act as a common determinant of baseline exposure and of baseline 

selection into the study. The latter situation is discussed a potential limitation in Study III where 

we compared the treatment response, measured as a function of DAS28, between patients who 

initiated infliximab with patients who initiated a combination of SSZ and HCQ. Patients in the 

SSZ + HCQ cohort were allowed to initiated the two treatments one after the other. The 

baseline of the study was set at the initiation of infliximab or the addition of the second drug in 

the combination. Thus, some patients in the SSZ + HCQ cohort were treated with one of these 

drugs before baseline, which was not allowed in the infliximab cohort, making such “pre-

treatment” with SSZ or HCQ deterministic of exposure. Also, this pre-treatment may influence 

baseline DAS28 which was an inclusion criterium. By conditioning the inclusion in the study 

on DAS28, the pre-treatment would become associated with unmeasured common causes of 

baseline DAS28 and the outcome (see Figure 4.2.3.1). Since the pre-treatment was 

deterministic of exposure we could not adjust for it to close the biasing collider pathway (we 

could adjust for outcome risk factors, but unmeasured ones may remain). 

 

Figure 4.2.3.1 – Possible selection bias structure in Study III 

Informative censoring is another mechanism for selection bias.(200) If censoring is associated 

with the exposure, and it shares common causes with the outcome (i.e. informative censoring), 

then a backdoor path between exposure and outcome may be opened by studying only patients 

who were not censored before the time of outcome measurement. Informative censoring may 

occur in comparative effectiveness studies when only patients remaining on treatment to the 

time of outcome measurement are analyzed (see Figure 4.2.3.2). If the study treatment is 

stopped due to lack of effect (e.g. high disease activity (DAS28) despite treatment), then the 

treatment is a cause of censoring (via treatment stop). Besides the study treatment, there are 

other causes of disease activity (for example other treatments or biological characteristics of 

the patient (U)). Since the study outcome is also some measurement of disease activity at the 

end of follow-up, the outcome variable will share causes with the censoring variable, resulting 

in a collider structure that can introduce selection bias when studying only patients who 

remained on treatment. 
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Figure 4.2.3.2 – Selection bias through informative censoring via treatment 
discontinuation due to lack of effect (high follow-up disease activity (DAS28)) in an 
analysis of patients remaining “on treatment”. The box around “treatment stop” 
means conditioning on this variable – i.e. analysing only patients who did not 
discontinued treatment before outcome assessment 

One way to avoid selection bias due to censoring during follow-up (i.e. right censoring) is to 

avoid selection, that is to analyze the entire sample of patients that initiated the study without 

excluding anyone. However, for patients who switched treatment during follow-up, the 

outcome measured at the end of the study may reflect the effect of the latest treatment used 

instead of reflecting the effect of the study treatment (assigned at baseline). This may 

overestimate the effect of less effective treatments if they are more likely discontinued and 

replaced by effective treatments. Several alternative solutions to this problem exist (201). In 

studies II and III we imputed the treatment response of patients who discontinued treatment 

before outcome evaluation to negative responses, a method known as “non-responder 

imputation”. 

4.2.4 Confounding bias and the selection of variables for adjustment 

Confounding bias is probably the most discussed source of bias in observational studies. The 

most basic DAG structure which describes confounding is represented in Figure 4.2.2.1.A, 

where A is the exposure variable, Y is the outcome variable, and L is a common cause of 

exposure and outcome. Because in this case L is a direct cause of both A and Y, it means that 

L is part of the functions that define the values of A and Y, thus determining A and Y to co-

vary as L changes. Also, in DAG language, because the path between A and Y, which goes 

through L, contains arrows in opposite directions, it is a backdoor path, and since there is no 

collider on it, it is open. Therefore, the observed association between A and Y reflects both the 

causal relationship between them and the non-causal association via the open backdoor path. 

The confounding bias refers to the distortion of the causal association by the open backdoor 

path, via the common cause L in this case. The backdoor path can be blocked by conditioning 

on L (for example by studying the association between A and Y among observations with fixed 

values of L – i.e. stratification). The association between A and Y observed conditional on L 

will reflect the causal relationship between A and Y (198). In fact, while conditioning on 
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colliders (or descendants of colliders) found on backdoor path opens these paths, conditioning 

on non-colliders blocks the paths (202). 

Other more complex structures can lead to confounding bias, and, in all these situations, open 

backdoor paths, as well as sufficient sets of variables needed to close these paths, can be 

identified using DAGs. In Figure 4.2.4.1 the backdoor paths A<U1>L>Y and A<L<U2>Y can 

both be blocked by adjusting for L, without any need to measure U1 or U2. The minimum set 

of variables needed to close all backdoor paths between A and Y contains only L. 

(A) 

 

(B) 

 
Figure 4.2.4.1 – Confounding DAG structures, where A is the exposure of interest, Y is 
the outcome of interest, L is a measured variable and U1, U2 are unmeasured variables 

DAGs can also be used to visualize why exchangeability does not hold in the presence of 

confounding variables. Take for example Figure 4.2.4.1.B. There is an arrow from variable L 

to exposure allocation (A), which means that exposure A is not allocated randomly but 

dependent on the value of L. Say that individuals with a higher value of L have a higher 

probability to be exposed to A. This means that exposed individuals will have, on average, 

higher levels of L than unexposed individuals. But L is also associated with the outcome Y via 

the common cause U2. Say that individuals with a higher level of L are more likely to have the 

outcome Y. This means that individuals allocated to receive the exposure will have a higher 

probability to experience the outcome Y by virtue of being more likely to have higher values 

of L, compared to individuals allocated to be unexposed. This happens during exposure 

allocation, so even if nobody actually received the allocated exposure (or if exposure had no 

actual effect on the outcome Y – i.e. not arrow from A to Y), one would still observe an 

association between exposure allocation A and the outcome Y. This association “flows” 

through the open backdoor path A<L<U2>Y, and makes the exposure cohorts not exchangeable 

with each other. 

Nonetheless, in practice it is rarely possible to specify the complete DAG which generated the 

study data, and based on that to identify a minimum set of variables require for blocking all 

backdoor paths between exposure and outcome. Instead of using knowledge about the 

structure(s) that may have generated the data, some investigators choose to select covariates 

based on the statistical associations observed in the available data. For example, in one of the 

studies evaluating the adverse effects of glucocorticoids, the authors first estimated associations 

between covariates from a preliminary list and the outcome of interest in univariate regression 

models. In a subsequent step different outcome models were tested, including covariates one 

by one in a model of the outcome as function of exposure, and keeping only covariates which 
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altered the exposure effect estimate by >10% (86). Such practices have been criticized by 

proponents of causal inference methods since the same statistical associations may result from 

different data structures and adjustment for the same set of variables may reduce bias under 

certain structures and induce bias under others (203). For example, the same statistical 

association could be produced by the structure in figure 4.2.2.1.A or the one in 4.2.2.1.B. While 

in 4.2.2.1.A variable L is common cause of A and Y (confounder) and adjusting for L would 

reduce bias by closing a backdoor path, in 4.2.2.1.B variable L is a common effect of A and Y 

(collider) and adjusting for L would introduce bias by opening an otherwise closed backdoor 

path between A and Y. It may be argued that in order for L to be caused by both A and Y it 

should be measured after both of these, and measuring variables before baseline (i.e. before 

exposure assignment) would protect against dangerous adjustments. However, the classical 

example of the so-called “M-bias” in Figure 4.2.4.2 shows that this is not necessarily the case. 

In this figure, L is measured before A and Y and is associated with both, which are reasons to 

believe L is a common cause of A and Y, when in fact it is associated with A and Y via 

unmeasured common causes U1 and U2. On the other hand, in some situations, adjusting for 

variables measured after A may close backdoor paths, such as adjusting for L in Figure 

4.2.4.1.A, where U1 is not measured. 

 

Figure 4.2.4.2 – M-bias DAG structure where A is the exposure of interest, Y is the 
outcome of interest, L is a pre-treatment variable considered for adjustment and U1, 
U2 are unmeasured variables. 

Besides introducing bias, the selection of covariates based on changes in the exposure 

coefficient over models containing different sets of covariates risks publication bias if 

researchers choose estimates which confirm their expectations, and is complicated by the so 

called non-collapsibility of certain relative risk measurements, which means that exposure 

coefficient estimates from models including different sets of covariates are not expected to be 

the same even in the absence of bias (204,205). 

Even when the complete data-generating structure is unknown, DAGs can still be used to guide 

the rules for covariate selection. A principled covariate selection algorithm has been recently 

synthesized by VanderWeele (206). It amounts to selecting common causes of exposure and 

outcome (classical confounders), or proxies of these, as well as causes of outcome that are also 

associated with the exposure or causes of exposure that are also associated with the outcome. 

Even though, as mentioned above, some post exposure variables could be useful for 
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confounding adjustment, these may be influenced by exposure, thus selecting covariates from 

pre-exposure variables is recommended when the causal structure is not known.  

When using methods based on the propensity score, which focuses on first modelling treatment 

assignment (see Section 4.2.5), one may be tempted to identify and adjust for all measured 

variables which determined treatment assignment (207). One may also have a better knowledge 

about variables that cause treatment assignment, since prescribers and patients could be 

interviewed to find out what drives their treatment decisions. However, adjusting for variables 

that are causes of exposure without being associated with the outcome through other paths than 

via exposure (also called instrumental variables or instruments) could amplify bias via 

unmeasured common causes of exposure and outcome (208,209). Identifying instruments from 

the data is difficult. The instrumental variable Z in Figure 4.2.4.3 is associated with exposure 

A (maybe known to be a cause of exposure). Testing the univariate association between Z and 

the outcome Y also suggests that Z is associated with the outcome. However, a confounder has 

to be associated with the outcome independently of exposure, so one might test the association 

between Z and Y among the unexposed. Because A acts as a collider, conditional on A the 

backdoor path Z>A<U>Y will be open as the directed path Z>A>Y closes. Thus, Z will appear 

associated with Y independently of A and it seems a good candidate for confounding 

adjustment based on this algorithm. This suggests that, when selecting covariates for 

confounding adjustment from variables that have a causal relationship to at least one of 

exposure and outcome (and are associated with the other via common causes), one should 

prioritize causes of the outcome and exclude known instruments and even variables strongly 

associated with exposure which are only weakly associated with the outcome (210,211). 

 

Figure 4.2.4.3– DAG structure where Z is an instrumental variable and there is 

unmeasured confounding (U) between exposure A and outcome Y. 

Finally, even though the rules for covariate selection proposed by VanderWeele do not require 

complete knowledge about the entire data generating processes, they still require some external 

causal knowledge (e.g. that the covariate causes the exposure or the outcome). However, causal 

relationships are not universal, and it should be reasoned how causal information obtained from 

previous studies applies to the local context of one’s study. For example, the socio-economic 

status may determine to a larger degree access to healthcare (and consequently health status) 

in countries with private healthcare systems compared to settings with universal, state 

sponsored, healthcare (212). 
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4.2.5 Inverse probability weighting and marginal structural modelling 

This section provides some explanation of how IPTW and other related inverse probability 

schemes work. 

IPTW is a propensity-score-based method used for confounding adjustment when estimating 

marginal structural models (MSM). An MSM is a model of potential outcomes as function of 

exposure (and optionally effect modifiers), that can be estimated in studies where treatment 

assignment was randomized, or in observational studies where confounding was adjusted for 

by IPTW, as described below (213,214). The term structural refers to the fact that the outcome 

model estimates a causal effect of exposure, and the term marginal refers to estimating an effect 

averaged (i.e. marginalized) over covariate patterns (i.e. population strata defined by set values 

of each measured confounder), since the model usually contains exposure and no other 

covariates, confounding adjustment being dealt with outside the outcome model by IPTW. 

The propensity score 

The propensity score was first defined in the context of binary treatments as the probability of 

being treated, conditional on a (sufficient) set of confounders. In observational studies the 

propensity score is unknown and needs to be estimated from the data. The propensity score is 

called a scalar (i.e. one-dimensional) balancing score. It is one-dimensional because it reduces 

a set of many variables necessary for confounding adjustment to a single variable (the 

propensity score itself), and it is a balancing score because it has been proven that, conditional 

on the propensity score, the treatment becomes statistically independent of the confounders 

included in the propensity score model (215,216). This is easily shown, since patients with the 

same propensity score have the same probability of being treated, regardless of their covariate 

patterns (i.e. combinations of measured characteristics). Thus, within strata of the propensity 

score, exposed and unexposed individuals have on average the same distribution of measured 

covariates, and are said to be balanced in terms of measured covariate distribution. 

Evaluating the achieved covariate balance between treatment cohorts is a useful diagnostic 

after a propensity-score-based confounding adjustment. One commonly employed balance 

metric is the standardized mean difference. This is calculated for each covariate as the 

difference between the mean in the active treatment cohort and the mean in the control 

treatment cohort, divided by the squared mean variance (Equation 4.2.5.1). For binary variables 

the mean is replaced by the prevalence (proportion), and categorical variables with several 

categories can be first transformed into several binary dummy variables, applying the binary 

variable formula for each dummy (217). 

Standardized differences can be calculated and compared before and after confounding 

adjustment as in Figure 4.2.5.1, which summarizes standardized differences calculated within 

each imputed data-set in Study III. In Figure 4.2.5.1 standardized mean differences for some 

of the covariates are represented by bars. This is because, due to missing data, standardized 

differences varied between imputed data-sets, the bars representing the observed range. 
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 Equation 4.2.5.1 – Standardized mean differences for a binary treatment  

Continuous Variable 
𝜇௞,௔௖௧௜௩௘ − 𝜇௞,௖௢௡௧௥௢௟

ට𝑠௞,௔௖௧௜௩௘
ଶ + 𝑠௞,௖௢௡௧௥௢௟

ଶ

2

 

Binary Variable 
(𝑝௞,௧௥௘௔௧௠௘௡௧ − 𝑝௞,௖௢௡௧௥௢௟)

ට𝑝௞,௧௥௘௔௧௠௘௡௧(1 − 𝑝௞,௧௥௘௔௧௠௘௡௧) + 𝑝௞,௖௢௡௧௥௢௟(1 − 𝑝௞,௖௢௡௧௥௢௟)
2

 

𝜇௞,௔௖௧௜௩௘ is the mean of continous covariate k among patients receiving the active treatment 

while 𝜇௞,௖௢௡௧௥௢௟ is the mean of the same covariate k but among patients receiving the control 

treatment; s denotes corresponding variances of k in the active and control treatment; p 
denotes the proportion of a binary covariate. 

 

(A) Before confounding adjustment (B) After confounding adjustment 

  

Figure 4.2.5.1 – Standardized mean differences in Study III, before (A) and after (B) 
confounding adjustment. The threshlds of 0.1 and 0.2 are commonly employed to delineate 
balanced from unbalanced data and were marked here by blue and red lines respectively 

For treatment variables with more than two levels, when the average treatment effect in the 

entire population is the target of estimation, the distribution of covariates within each treatment 

cohort can be compared to the marginal distribution of covariates in the entire study population. 
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Therefore, standardized differences can be calculated as unweighted/ weighted covariate means 

(or proportions) in each treatment cohort minus the unweighted overall population mean (or 

proportion), divided by the unweighted population standard deviation (218). This approach has 

been used in study I. 

Once a suitable set of covariates has been identified, and the propensity score has been 

estimated, it can be used in various ways to adjust for confounding (217). It can be introduced 

alongside exposure in the outcome model, replacing all other covariates, thus reducing the 

model’s dimensionality (i.e. the number of coefficients to be estimated). The analysis can be 

stratified by quantiles of the propensity score distribution. Exposed and unexposed 

observations can be matched by the propensity score. Finally, the propensity score can be used 

to calculate inverse probability of treatment weights (IPTW). Inverse probability of treatment 

weighting has been used as confounding adjustment method in studies I, III and IV for the 

following reasons: 

1) It provides effect estimates marginalized (averaged) over covariate patterns (similar to 

randomized controlled trials). This was especially important in Study III, where results 

had to be compared to the SWEFOT trial. 

2) It is easily extended to treatments with more than two levels (while this is more 

complicated for other propensity score methods such as matching). This facilitated the 

analyses in Studies I and IV, where exposure had more than two levels. 

3) It may be generalized to time-varying treatments. This feature of IPTW has been used 

in Study IV, where histories of time-varying glucocorticoid doses were compared. 

4) IPTW is an intuitive method, that can easily be implemented using standard software.  

5) Contrary to matching, no observations are discarded, which was important for 

preserving sample size in Study III. 

6) IPTW can be relatively easily combined with multiple imputation which has been used 

to address missing data in Studies I, II and III. 

Inverse probability of treatment weighting 

For each observation in the study, the IPTW is the inverse of the probability of receiving the 

observed treatment level conditional on all variables considered sufficient for confounding 

adjustment. For a binary treatment, the IPTW for exposed observations is one divided by the 

propensity score while for unexposed observations it is one divided by one minus the 

propensity score. For rare treatments, the IPTW denominator (i.e. propensity score) may be 

small, at least for some patients, leading to high weights. In an alternative IPTW formula, called 

the stabilized IPTW (sIPTW), the numerator of 1 is replaced by the marginal probability of 

receiving the observed treatment level (i.e. the proportion of observations in the entire study 

population with the same treatment level) (219). The sIPTW produces weights closer to one, 

since the marginal probability in the numerator will be closer to the propensity score in the 

denominator for most observations. The sIPTW are thus preferred and we used them in our 

studies. 
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The sIPTW formula is easy to understand if one thinks about the goal re-weighting – to make 

treatment assignment independent of the measured confounders, that is to equalize the 

probability of being assigned to a certain treatment over all covariate patterns (220). A 

simulated numerical example in Figure 4.2.5.2 (based on Hernan and Robins (219)) illustrates 

how the sIPTW functions. There are 100000 patients, 37% of which have a high baseline 

disease activity, and 63% having a low disease activity. The proportion of patients receiving 

the treatment in the entire study population is 43% (19618 exposed in the low disease activity 

stratum plus 22901 exposed in the high disease activity stratum), and it is more probable to 

receive the treatment if one has a high disease activity (63% versus 31%). Disease activity is 

identified as a confounder. Thus, one wants to adjust for disease activity by making the 

probability of receiving treatment independent of disease activity. Calculating sIPTW for 

exposed participants, these are 0.43 / 0.31 among participants with low disease activity and 

0.43 / 0.63 among participants with high disease activity. After reweighting each of the 31% 

exposed participants in the low disease activity stratum from a weight of 1 to a weight of 0.43 

/ 0.31, they will represent 43% of the stratum (0.31 * (0.43 / 0.31)). Similarly, after reweighting 

each of the 63% exposed participants in the low disease activity stratum, from a weight of 1 to 

a weight of 0.43 / 0.63, they will represent 43% of the stratum (0.63 * (0.43 / 0.63)). Thus, after 

reweighting, the probability of being exposed will be the same between the disease activity 

strata (43%), which is equal to the probability of being exposed in the entire population, and 

the similarly for the unexposed. Therefore, in the reweighted population, exposure was 

rendered independent of disease activity. 

 

Figure 4.2.5.2 – Rendering exposure independent of disease activity by stabilized inverse 
probability of treatment weighting (sIPTW). In the reweighted population the probability of 
exposure is the same under low vs high disease activity, thus exposure is independent of 
disease activity. 

Even when using sIPTW, it is possible than some patients receive a treatment, used by a large 

proportion of the study population (high marginal probability in the numerator), but unlikely 
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for them considering their (measured) characteristics (low propensity score in the 

denominator), leading to high weights. This is what is called a near-violation of positivity. 

Alongside (conditional) exchangeability (see Section 4.2.1), positivity is one of the 

assumptions required to recover the potential outcomes from observational data and estimate 

causal effects in epidemiological studies (221). Positivity and exchangeability were combined 

under the assumption of strong ignorability by Rosenbaum and Rubin (216). Positivity refers 

to a non-zero probability of receiving each treatment level within each covariate pattern. If, for 

example, one of the study treatments was contraindicated in individuals with certain 

characteristics considered for confounding adjustment, then the potential outcome 

corresponding to the contraindicated treatment cannot be estimated in that part of the study 

population because there is no data for it (assuming the contraindication is perfectly respected 

in practice). To estimate the average causal effect in the entire study population, one must be 

able to estimate the causal effect in each covariate pattern of the study population (222). Near-

violations of positivity imply that the probability to receive each treatment is non-zero under 

all measured covariate patterns, but it is low for some treatment levels under certain covariate 

patterns. In fact, when probabilities of treatment are estimated parametrically (for example, 

using logistic regression) they will be bounded away from 0, but they can be very close to 0. 

This leads to high sIPTW, because individuals who received unlikely treatments despite their 

characteristics have to be strongly upweighted to recover what would have happened to all 

individuals with those characteristics, had they all received the unlikely treatment (i.e. the 

potential outcome corresponding to the unlikely treatment). Using little information entails low 

precision (i.e. uncertainty in estimation), leading to large standard errors and wide confidence 

intervals. Weight truncation (for example at the 1st and 99th or 5th and 95th percentile of the 

observed weights distribution) has been proposed in order to avoid extreme upweighting of 

observations with rare exposure, but this involves allowing for some residual bias (222,223). 

We applied weight truncation in studies I, III and IV. Other weighting methods have recently 

been proposed in order to avoid extreme weights in time-fixed exposure settings (223). One 

example are overlap weights, which are bound between 0 and 1 (224).   

It has been suggested that conditional exchangeability is less likely in covariate patterns where 

some treatments are unlikely. In other words, individuals who receive one treatment level 

despite a low probability of receiving it, as predicted by their characteristics, are likely a 

selected group of the respective covariate pattern (thus not representative of it) (225). Perhaps 

there is an unmeasured confounder which explains why they received an unlikely treatment. 

Several propensity score based trimming methods have been advanced, which exclude such 

observations, with the aim of reducing unmeasured confounding (226). In study III we have 

used the method proposed by Stürmer et al. where, for a binary treatment, observations with a 

propensity score lower than the 5th percentile among the active treatment or larger than the 95th 

percentile among the control treatment, were excluded from a sensitivity analysis. 
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Adjusting for time-varying confounding 

The use of inverse probability weights has been extended by Robins et al. to the context of a 

time-varying exposure with time-varying confounding (227). A time-fixed exposure is set at 

baseline, and assumed to remain constant throughout the study. Because there is only one 

treatment assignment (at baseline), there is only one opportunity for confounding events to 

influence this treatment assignment. A time-varying exposure is allowed to change during 

follow-up. Thus, several treatment decisions are made throughout follow-up that could be 

influenced by events happening during follow-up, therefore time-varying confounding could 

ensue. If the events acting as confounders during follow-up are influenced by previous 

exposure (i.e. there is exposure-confounding feedback), then adjustment for such confounding 

during follow-up, by conditioning in conventional outcome regression models, could be 

problematic (228). This is illustrated in the DAG in Figure 4.2.5.3.A, where variables (Lt) 

measured before exposure at each time (At) act as confounders, thus should be adjusted for in 

the analysis. When modelling outcome Y2 as a function of exposure history (A0, A1 and A2) 

and confounders history (L0, L1 and L2), the coefficients corresponding to the exposure 

variables A0 and A1 will be biased causal effects estimates in the presence of unmeasured 

common causes of L1, L2 and Y2, because, in this situation, L1 and L2 act as colliders, and 

conditional on them opens backdoor paths. Moreover, L1 and L2 are mediators for the effects 

of A0 and A1 respectively, and conditioning on them will block part of the total effect of 

exposure history. One solution to this problem is to decouple outcome modelling from 

confounding adjustment, and this can be done via IPTW.  

(A) 

 

(B) 

 

Figure 4.2.5.3 – DAG structure for time-varying exposure and confounding as measured 
over three time points. The measurements of exposure at baseline and two subsequent times 
is designated (A0, A1, A2), confounding measurements at the three time points are designated 
(L0, L1, L2), and may represent vectors comprising many variables, unmeasured common 
cause of confounders and outcome are denoted U0, U1, U2, and the outcome measured at the 
end of the study is Y2. Panel (A) represents the structure before IPTW, and conditioning on 
time-varying covariates (border around Lt). Panel (B) represents the structure after stabilized 
IPTW, where the arrows between At and previous Lt were deleted 

To adjust for confounding outside the outcome model, the probability of receiving the observed 

exposure has to be modelled as a function of past covariates (~propensity score), and used to 

calculate an IPTW for each observation, as described previously. In the case of a time-varying 

exposure, the process is similar to that for a time-fixed exposure, but instead of estimating only 

the probability of baseline exposure, the probability of current exposure at each time has to be 
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estimated, including past exposure in the model together with other potential confounders. This 

requires dividing the follow-up of each study participant into repeated observations (as we did 

in study IV, see Section 4.3.4). One can then use pooled logistic regression to model the 

probability of current exposure over all observations (i.e. times), including a flexible function 

of time in the model (229). 

Reweighting observations by the inverse of the estimated conditional probability of current 

exposure would only adjust for confounding the current exposure at each time point, by 

rendering its probability independent of past exposure and confounding history. However, the 

aim is usually to estimate the joint effect of an entire exposure history (e.g. from baseline up to 

each follow-up time). To adjust for confounding the entire exposure history at each time, the 

IPTW for each observation (i.e. the contribution of an individual to a discrete follow-up time) 

is calculated as the product of inverse conditional probabilities of current exposure over all 

episodes belonging to the same individual up to and including the current episode (see Equation 

4.2.5.2) (228). If the conditional current exposure probability model is correctly specified, then 

in the weighted population the entire exposure history at each time is rendered independent of 

previous exposure and confounding which is equivalent to an experiment in which exposure 

had been assigned randomly not only at baseline but at the start of each follow-up episode. 

 Equation 4.2.5.2 – Inverse probability of treatment weight (IPTW) at time t=T, 
for a time-varying exposure At and for an individual i  

𝐼𝑃𝑇𝑊௜(𝑇) =
1

∏ 𝑝𝑟( 𝐴(𝑡) = 𝑎௜(𝑡) | 𝐴̅௧ୀ்
௧ୀ଴ (𝑡 − 1) = 𝑎పഥ (𝑡 − 1), 𝐿ത(𝑡) = 𝑙௜̅(𝑡) )

 

The denominator represents the product over time points, from baseline (t=0) to 
the current time (t=T), of the probability of the observed current exposure at each 
time t, for individual i (𝑝𝑟(𝐴(𝑡) = 𝑎௜(𝑡)), conditional on observed confounding 

(𝐿ത(𝑡) = 𝑙௜̅(𝑡)) and exposure (𝐴̅(𝑡 − 1) = 𝑎పഥ (𝑡 − 1)) history (the “bar” over A and 
L denotes a history) 

The inefficiency of IPTW is accentuated in the setting of time-varying exposure, since 

multiplying inverse probabilities over episodes increases the possibility of obtaining extreme 

weights. Stabilized time-varying IPTW are used instead (227,229). As stated previously, to 

obtain sIPTW in a time-fixed exposure study, the 1 in the numerator is replaced by the marginal 

probability of observed exposure. In a time-varying exposure setting, the sIPTW numerator is 

a similar product of probabilities of current exposure as that in the denominator, the difference 

being that these probabilities in the numerator are conditional only on the exposure history and 

not on the confounding history (see Equation 4.2.5.3). 
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 Equation 4.2.5.3 – Stabilized inverse probability of treatment weight (sIPTW) 
at time t=T, for a time-varying exposure At and for an individual i  

𝑠𝐼𝑃𝑇𝑊௜(𝑇) =
∏ 𝑝𝑟( 𝐴(𝑡) = 𝑎௜(𝑡) | 𝐴̅௧ୀ்

௧ୀ଴ (𝑡 − 1) = 𝑎పഥ (𝑡 − 1) )

∏ 𝑝𝑟( 𝐴(𝑡) = 𝑎௜(𝑡) | 𝐴̅௧ୀ்
௧ୀ଴ (𝑡 − 1) = 𝑎పഥ (𝑡 − 1), 𝐿ത(𝑡) = 𝑙௜̅(𝑡) )

 

sIPTWs are expected to vary around a mean of 1, and inspecting their distribution for extreme 

weights and skewness is a frequently employed quality check.(222) Figure 4.2.5.4 shows the 

distribution of stabilized inverse probability weights over follow-up time points in study IV. 

The dispersion increases over time, as more extreme weights are possible due to multiplication 

over an increasing number of episodes (i.e. observations), but interquartile ranges and means 

remain close to one. Also, sIPTWs conserve the original population size and the marginal 

distribution of exposure. 

In the data weighted by sIPTW, the exposure at each time is rendered independent of the 

covariates used in the denominator model, conditionally on previous exposure, but it is not 

independent of previous exposure (Figure 4.2.5.3.B). The structure implies that the effect of 

exposure at time 2 (A2) cannot be estimated without bias unless previous exposure (A1) is 

included in the outcome model (because previous exposure acts as a confounder of the effect 

of exposure at time 2). Nonetheless, MSM are used when the joint effect of an entire exposure 

history is of interest, thus the entire exposure history would normally be included in the 

outcome model (i.e. in the MSM), the effect of each component of such history being adjusted 

by conditioning on previous components.  

 

Figure 4.2.5.4 – Box plots representing the distribution of time-varying stabilized 
inverse probability weights over the 12 follow-up periods in Study IV. 
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Inverse probability of censoring weighting 

Inverse probability weighting can also be used to correct for selection bias via informative 

censoring, and it has been employed for this purpose in study IV. Inverse probability of 

censoring weighting (IPCW) is analogous to IPTW, but instead of modelling the probability of 

treatment, the probability of censoring is modelled as a function of covariates. The goal is to 

estimate the outcome as if nobody had been censored (a counterfactual quantity), using the 

outcome data from the persons who remained uncensored. If censoring would be statistically 

independent of the outcome (i.e. non-informative), then the observations which remained 

uncensored at each time would be a representative sample of the entire study population at risk 

at that time (i.e. risk-set), and their outcomes could be directly analyzed to infer the probabilities 

of outcome in the entire risk-set. If censoring is marginally informative, but it can be assumed 

that within levels of certain measured covariates (i.e. conditional on measured covariates) 

censoring is non-informative, then the observations not censored could be weighted, 

proportional to the inverse probability of not being censored, to create a pseudo-population 

where censoring is marginally non-informative (230). Intuitively, assuming that, conditional 

on some covariates, the uncensored data is representative of the entire data, then it can be re-

weighted to fills in the “empty space” left by censoring. 

The formula for calculating time- varying, stabilized IPCW is analogous to that for calculating 

time-varying sIPTW (see Equation 4.2.5.4), and the conditional probabilities of being censored 

can also be calculated via pooled binary logistic regression (229). The probability to be 

uncensored at time t is always calculated using observations from the previous time, since 

observations which make up a risk-set are the observations that have not been censored in the 

previous risk-set. At baseline no observation has yet been previously censored, thus the IPTCW 

at baseline is one for all observations. The same covariates used for correcting confounding 

bias in IPTW can be used for in IPCW models if these are measured risk factors for the 

outcome, thus potential common causes of outcome and censoring events. However, different 

adjustment sets can be selected. 

 Equation 4.2.5.4 – Stabilized inverse probability of censoring weight (sIPCW) at 
time t=T, for a time-varying censoring variable Ct and for an individual i  

𝑠𝐼𝑃𝐶𝑊௜(𝑇) =
∏ 𝑝𝑟( 𝐶(𝑡) = 0 | 𝐴̅௧ୀ்

௧ୀ଴ (𝑡 − 1) = 𝑎పഥ (𝑡 − 1) )

∏ 𝑝𝑟( 𝐶(𝑡) = 0 | 𝐴̅௧ୀ்
௧ୀ଴ (𝑡 − 1) = 𝑎పഥ (𝑡 − 1), 𝐿ത(𝑡 − 1) = 𝑙௜̅(𝑡 − 1)

 

To calculate the final inverse probability weight (IPW) which corrects for both selection bias 

via informative censoring and for confounding bias, IPTW and IPCW calculated for each 

observation are multiplied (229). 
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The target population 

IPTWs, as described above, standardize the distribution of covariates in each treatment group 

to that in the entire study population, allowing the analyst to compare the expected outcome 

had the entire study population been exposed to one treatment versus the expected outcome 

had the entire study population been exposed to another treatment. A causal effect estimated in 

the entire study population is called an average treatment effect (abbreviated ATE). Thus, by 

using sIPTW in the studies I, III and IV we estimated ATEs. 

Weights targeting other populations of interest have been proposed. For example, standardize 

mortality ratio (SMRs) weights standardize the covariate distribution in the control cohort to 

that in the treatment cohort. Thus, these weights target the estimation of an average causal 

effect among the treated (abbreviated ATT), which compares the expected outcome observed 

among individuals exposed to the active treatment with the counterfactual expected outcome 

had the individuals in the active treatment cohort been exposed to the control treatment instead. 

The denominator of the SMR weights is the same as that of IPTW, but the numerator is always 

the probability of receiving the active treatment conditional on measured covariates (i.e. the 

propensity score in the case of a binary exposure) regardless of the exposure actually received. 

Thus, for individuals receiving the active treatment, the SMR weights will be equal to 1, and 

nothing changes in this cohort. The individuals receiving the control treatment will be 

reweighted to have the same covariate distribution as individuals in the active treatment cohort, 

thus achieving balance in measured confounders (231). 

Using the same logic as SMR weights, inverse odds of sampling weights (IOSW) were derived 

to standardize the covariate distribution of a study to that of an external target population, with 

the purpose of comparing average treatment effects in the two populations (232). To calculate 

IOSWs one needs to combine individual data from the study population and the external target 

population, measuring exposure, outcome and covariates in the same way throughout the two 

data-sets. Then IOSWs are estimated in the combined data-set, but only observations from the 

study population are re-weighted and kept in the analysis. The IOSW denominator contains the 

probability of belonging to the study, conditional on the measured covariates, and the 

numerator contains the probability of belonging to the external target, conditional on the same 

covariates. To ensure a balanced distribution of measured covariates between treatment 

cohorts, the standardization can be conducted separately for each treatment cohort in the study 

population. Similar assumptions to those required for confounding adjustment are required for 

standardization to the covariate distribution of an external population. There should be no 

unmeasured “confounders” of study participation. This means that, conditional on the 

measured covariates, there are no unmeasured predictors of being included in the study that are 

also associated with the outcome, or unmeasured causes of the outcome that are associated with 

being included in the study. Also, there should be study participants, under each exposure level, 

within all covariate patterns considered for standardization. This is analogous the positivity 

assumption discussed for confounding adjustment and it ensures the availability of study data 
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for each covariate pattern of interest in the external target population (233). Standardization by 

weighting has been applied in a sensitivity analysis of study III, however it was not included 

in the final published manuscript. 

4.2.6 Handling missing data and multiple imputation 

Missing data refers to the situation where the values of certain variables are absent for some 

observations in a data-set. The reasons for missing data can be many. For example, the values 

have not been recorded, the values have been lost or they have been deleted in the process of 

data management because they were considered incorrect. 

Multiple Imputation 

By default, most statistical analysis software analyzes only observations with complete data for 

all variables included in the analysis, but such analyses may lead to biased estimates as 

explained below. One flexible and robust method for handling missing data in order to avoid 

bias is multiple imputation, which we have employed in studies I, II and III (234,235). Multiple 

imputation can be seen as analogous to inverse probability of censoring weighting in the sense 

that, under certain assumptions, it uses the observed data to recover the joint distribution of the 

missing data. There are several versions of multiple imputation, one of them being MICE 

(Multiple Imputation with Chained Equations, also known as Fully Conditional Specification 

(FCS)), which is the method we have used. According to MICE, for each variable with missing 

data, separate conditional models are specified as function of other variables in the data-set (as 

opposed to specifying a joint distribution for all variables with missing data conditional on 

observed data) (236). Multiple imputation involves randomly drawing the missing values from 

their estimated conditional distributions. The parameters defining these conditional 

distributions are themselves randomly drawn from their estimated distributions. This 

simulation process is repeated a number of times, leading to several imputed data-sets with 

slightly different imputed values. Randomly drawing the conditional distribution parameters 

and then the imputed values is meant introduce uncertainty in the imputation process reflecting 

the fact that imputed values are estimated (i.e. guessed) rather than known (236–238). Each 

imputed data-set is analyzed separately, and the results are finally pooled together using a set 

of equations known as “Rubin’s rules” (239). According to these rules, point estimates are 

averaged over imputations to obtain the pooled point estimate, and the variance around the 

pooled estimate is obtained by summing up the average within imputation variance with a 

between imputation variance term (240). The addition of a between imputation variance 

component is what distinguishes multiple imputation from single imputation. When propensity 

score methods (including IPTW) are used, the entire analysis, from IPTW estimation to 

outcome model estimation, is conducted within each imputed data-set, and only the final 

estimates of interest and their standard errors are pooled (241). 
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Missingness generating mechanisms 

To evaluate whether a complete case analysis or a multiply imputed data analysis would 

provide unbiased results, one should understand the mechanism under which the missing 

values were generated. It is clearer to visualize data-generating mechanisms using DAGs, and 

these can be employed for missingness as well (242,243). Traditionally, missingness 

generating mechanisms were grouped into three classes: missingness completely at random, 

missingness at random and missingness not at random (239). 

1) The DAG in Figure 4.2.6.1 describes a missingness completely at random (MCAR) 

process. It could be a situation when some of the values in variable L were randomly 

deleted by a computer error. In such a situation, the complete cases (i.e. observations 

without any missing value) are a random sample of the entire data (there are no arrows 

into missingness from any variable of interest to the study) and analysing them (i.e. a 

complete case analysis) would not introduce bias. 

 

 

 Figure 4.2.6.1 – DAG structure for a study of the relationship between exposure 
A and outcome Y, confounded by L and with data missing in L (ML is the 
missingness indicator), generated completely at random (MCAR) 

2) The DAGs in Figure 4.2.6.2 describes missingness at random (MAR) processes, since 

MA is marginally associated with A, but it is independent of A conditional on observed 

data. Multiple imputation requires that missingness for the imputed variables was 

generated under MCAR or MAR (239). This is required since the imputed values are 

sampled randomly from the distribution of the imputed variable, conditional on other 

measured variables. If missingness would not be conditionally random, then the 

random imputation would be biased. To ensure MAR under the structure in Figure 

4.2.6.2.A, one only needs to condition on C. To ensure MAR under the structure in 

Figure 4.2.6.2.B, one has to impute A conditional on both C and D, since Y has to be 

introduced in the imputation model to preserve the association between A and Y, and, 

conditional on Y, the path A>Y<D>MA is opened, thus needs to be closed by 

conditioning on D. A complete case analysis would not introduce bias under the DAG 

in Figure 4.2.6.2.A, since conditional on MA, no backdoor path is opened betwwen A 

and Y. The same is not true in Figure 4.2.6.2.B where MA is a collider, and conditional 

on MA the backdoor path A<C>MA<D>Y is opened. Analysing the complete-case data 

conditional on D or on C (as well as ob confounder L) would provide unbiased 

conditional causal estimates for the association between A and Y. However, the 

marginal association between A and Y cannot be estimated from complete cases since 
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D (and C) directly determines missingness, thus the marginl distribution of D (or C) 

cannot be estimated, and it is needed for marginalizing over D (or C) (242). 

(A) 

 

(B) 

 

 Figure 4.2.6.2 – DAG structures for a study of the relationship between 
exposure A and outcome Y, confounded by L, and with data missing in A (MA 
is the missingness indicator), generated under MAR 

3) The DAGs in Figure 4.2.6.3 describes  missingness not at random (MNAR) processes. 

This is the case when missingness  depends on unmeasured variables or on the values 

of variables with missing data themselves. Since in Figure 4.2.6.3.A missingness in A 

(MA) depends on the value of A itself there is not variable that one could condition on 

to render MA independent of A (239). It is commonly believed that under MNAR 

complete-case analyses are biased, but under the structure depicted in Figure 4.2.6.3.A 

this would not be the case, since conditioning on MA does not open any backdoor path 

between A and Y. On the other hand, multiple imputation would be biased without 

additional information about the about the location of missingness within the 

distribution of A. In Figure 4.2.6.3.B, the missing data in Y (MY) cannot be imputed 

without bias for the same reason. Moreover, in this setting, the complete case analysis 

will be biased, since conditional on MY one opens backdoor paths between A and Y via 

any unmeasured cause of Y (UY). This is a situation in which includeding external 

causes of variation for the variables in the DAG (such as in Figure 4.2.2.2) can uncover 

additional biasing paths. 

(A) 

 

(B) 

 

 Figure 4.2.6.3 – DAG structures for a study of the relationship between 
exposure A and outcome Y, confounded by L and with data missing on A (MA) 
or in Y (MY), generated under MNAR 
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To achieve MAR, it is recommended to include as many variables as possible in imputation 

models (239). Besides achieving MAR, the set of variables included in the analysis should also 

be included in the imputation models in order to preserve the correlations between them. It is 

especially important to include the outcome variable. In survival analysis one proposed 

solution, which has been used in studies I and II, is to include the binary event indicator together 

with the Nelson-Aalen cumulative baseline hazard estimate (238). Other variables such as 

predictors of the imputed variables or of their missingness indicators are also commonly 

included (240). The intuition behind including as many such variables as possible is to block 

any potential associations between the imputed variable and their missingness (achieve MAR). 

However, as discussed in Section 4.2.3, conditional on some variables (colliders) associations 

may also be opened. Furthermore, large imputation models may have convergence problems 

in practice. 

Besides respecting the MAR assumption, the imputation models must also be correctly 

specified. Imputation models must be compatible (a.k.a. congenial) with the analysis model. 

Therefore, when modelling interactions or non-linear associations, these must also be reflected 

in the imputation process. Nevertheless, correct model imputation is not always straightforward 

in these cases. For example, when modelling continuous variables using polynomial terms (e.g. 

square terms), a continuous variable may be first imputed and then transformed, conserving the 

mathematical relationship between the variable and its square transformation. However, in this 

case, imputation models would contain only the linear term of the variable, thus the non-linear 

relationship between variables would not be conserved in the imputations. Alternatively, the 

variable is first transformed and both variable and its transformation are imputed as separate 

variables, thus allowing for the transformations to be present in the imputation models. 

However, in this case, the imputed values and their imputed squares may not always correspond 

(244,245). The latter method was used in the studies included in this thesis. More complex 

algorithms, aimed at preserving the relation between variables and their transformations, as 

well as obtaining unbiased estimates of interest, have been proposed, but their implementation 

is more time-consuming (246). 

Missing data in time-varying settings 

While multiple imputation had been mainly explored in studies of time-fixed exposure, its use 

can be extended to time-varying exposures (247). Nevertheless, depending on the number of 

observations, variables included in imputation models, proportion of missing data etc. the 

process of multiple imputation can become very time-consuming. While creating the imputed 

data-sets may be parallelized, each of these parallel subprocesses still involves iterative model 

estimation (known as “burn-in iterations”). For example, in study IV, the estimated time for 

analysis of 20 imputed data sets exceeding one week, due to the large number of observations 

created by dividing the follow-up of 9639 participants into up to 12 observations per individual, 

hence accumulating 110150 observations. 

Another method for handling the missing data would have been to censor persons-time at the 

first occurrence of a missing value, using IPCW to correct for selection bias due to censoring. 
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This was not feasible either since, at the second time-point, more than 50% of participants 

would have been lost. 

Instead, to handle missing data in covariates DAS28 and HAQ in study IV we used two 

alternative methods. Both methods make strong assumptions about the unobserved values. The 

first method was last observation carried forward (LOCF). This is a common method for 

imputing missing values in longitudinal studies due to its simplicity. Whenever an observation 

is missing it is replaced by the latest earlier observation for the respective variable and 

individual. This method does not incorporate any uncertainty due to guessing the imputed value 

since it creates one imputed data-set. Instead, it is assumed that, whenever a value is missing, 

it is because the value of the variable did not change since the previously available 

measurement. Under this assumption the missing values are not actually missing, they are 

known. A LOFC analysis is unbiased only if the missingness generating process respects this 

assumption (247). In order to avoid missing values entirely, eligible patients had to have a 

measurement of DAS28 and HAQ at the baseline visit. However, it might be unrealistic to 

assume that treatment decisions several months after baseline were based on baseline 

DAS28/HAQ, when no updated values were recorded. 

The second method, the missingness patterns (MP) method, implies that only variables with 

observed values were used in the treatment decision process (247,248). To analyze the data 

under this assumption, we only kept DAS28/HAQ measurements within 80 days before to 10 

days after the start of each exposure assessment window, and we divided the data-set into four 

patterns corresponding to the 4 combinations of missingness: (1) both DAS28 and HAQ 

observed; (2) DAS28 observed and HAQ not observed; (3) DAS28 not observed and HAQ 

observed; (4) DAS28 and HAQ not observed. We estimated separate IPTW (and IPCW) 

models in each pattern, and we calculated weight components at each time. Then, we pooled 

the data back together and we calculated IPW (i.e. products of IPTW and IPCW components 

over time points, for each individual) as described in Section 4.2.5. 

4.2.7 Survival analysis 

Survival analysis refers to a collection of methods used for analyzing data from studies where 

participants experience the outcome event at various times during the study’s follow-up. Thus, 

survival analysis may be described as studying the timing of outcome events relative to baseline 

(for this reason it is also known as “time to event” analysis). The term “survival analysis” comes 

from the situation where the event of interest is the death of the participant, but the same 

methods can be applied to a variety of other events. In the studies included in this thesis, events 

of interest were gastro-intestinal perforations in Study I, treatment discontinuation in Study II, 

and serious infections in Study IV. 

In survival analysis participants are followed only to the first occurrence of an event of interest. 

This is the only possibility when the event of interest is death. For other events, where the 

participant could be followed after the occurrence of the first event (for example after an initial 

non-lethal infection) their observation time (follow-up) is stopped after the initial event. When 
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other events stop follow-up before the occurrence of an outcome event, it is said that the 

observation has been censored. Censoring can happen for various reasons such as: 

1) “administratively”, when follow-up reaches the end of the available data 

2) “loss to follow-up”, when the participant leave the data collection process (for example, 

data can no longer be collected in Swedish national registers once the individual 

emigrates) 

3) “competing events”, for example if they die from another causes before the outcome 

event takes place. 

If the follow-up of an individual is censored before the outcome event, then the exact survival 

time is not known for that individual, but it is known to be greater than the censoring time (i.e. 

the outcome may have occurred after the censoring event). 

Two risk measurements commonly estimated in survival analysis have been employed in the 

included studies. The hazard is mathematically defined as the limit of the probability of 

experiencing the outcome event in a time interval, conditional on not having experienced the 

outcome event previously, divided by the length time interval, as this time interval approaches 

zero (Equation 4.2.7.1) (249). 

Equation 4.2.7.1 – The hazard function 

ℎ(𝑡) = lim
∆௧→଴

𝑃(𝑡 ≤ 𝑇 < 𝑡 + ∆𝑡|𝑇 ≥ 𝑡)

∆𝑡
 

T is the time of event and  t is the time of measurement 

In practice time is measured in discrete units. The unit of measuring time in Swedish registry 

data is the day and in study IV the time unit used was a 90-day episode. The discrete time 

hazard is the proportion of participants who experienced the outcome event at a certain discrete 

time (e.g. during the second 90-day follow-up episode in study IV), among those who were 

still at risk at this time (i.e. have not experienced the outcome event or a censoring event at 

earlier times) (250). Patients at risk at a specific time are called the risk-set. To compare hazards 

between treatment groups, hazard ratios are commonly estimated from Cox proportional 

hazards models, as has been done in studies I and II (251). Hazards can increase and decrease 

over time, since both the denominator (the risk-set at time t) and the numerator (the number of 

outcome events experienced by patients in the risk-set at time t) vary over time, and there is no 

reason for hazard ratios to remain constant. However, in order to provide a single treatment 

effect estimate for the entire follow-up, the proportional hazards model assumes a constant 

hazard ratio, which is a weighted average of time-specific hazard ratios. This modelling 

assumption is similar to not modelling interactions between treatment and other participant 

characteristics, such as sex. One average treatment effect is presented, even though the 

treatment effect may vary between males and females. 
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One limitation of hazard ratios as causal effect estimates is an inherent selection bias (252). 

This is due to the fact that hazards are estimated in selected populations, more exactly among 

patients who have not experienced the outcome at previous times. If treatment has an effect on 

experiencing the outcome, and experiencing the outcome at an earlier time shares causes with 

experiencing the outcome later, then a backdoor path between exposure and outcome is opened 

as suggested in Figure 4.2.7.1. In study IV, censoring at the first outcome event has been 

rendered independent of measured outcome risk-factors by IPCW. However, the inherent 

selection bias of hazard ratios is very difficult to correct since there would always remain 

unmeasured risk-factors for the outcome. 

 

Figure 4.2.7.1 – Selection bias associated with the hazard ratio 

If the target of estimation is the effect of exposure A at time (k-1) on the outcome Y 
at a later time (k), and this is estimated as a hazard ratio, than participants exposed to 
A=1 and A=0 at (k-1), who have not experienced the outcome Y (or a censoring 
event) at (k-1), are compared in terms of outcome probability at time (k). If A has an 
effect on Y, by conditioning on collider Yk-1, the backdoor path Ak-1>Yk-1<U>Yk is 
opened, adding to the direct causal association, thus producing a biased observed 
association between Ak-1 and Yk 

A suggested solution to this issue is to estimate another risk measurement – the cumulative 

incidence (250,252). The cumulative incidence is the complement of the cumulative survival 

probability. The cumulative survival probability at a certain time t during follow-up is the 

proportion of study participants who did not develop the outcome event up to (and including) 

time t. Thus, the cumulative incidence at time t is 1 - cumulative survival probability, which 

represents the proportion of individuals who experienced the outcome event at any time up to 

(and including) time t. Survival probabilities can be estimated non-parametrically using the 

Kaplan-Meier method (also known as the product limit method) (253). The method starts by 

discretizing time (into very small pieces) and calculating the probability of surviving each time 

period conditional on having survived to the start of the period (i.e. being part of the risk-set). 

These conditional survival probabilities are the complements of discrete time hazards. Then, 

the cumulative (or marginal) survival probability at a time (discrete period) t is the probability 

of having survived jointly period t and all previous periods, and this is calculated as the product 

of conditional survival probabilities over all these periods. Contrasts of survival probabilities 

and cumulative incidences between exposure levels are not affected by the same selection bias 

as hazard ratios since, contrary to the hazard, they are marginal probabilities with respect to 
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time, always referring to the baseline population (the denominator of these probabilities is the 

entire population at baseline) and not to a selected risk-set. 

In study IV the cumulative incidence over the course of follow-up was calculated in a similar 

manner to the product limit method described above, but conditional survival probabilities were 

estimated parametrically using pooled logistic regression to model the probability of 

experiencing the outcome as a function time and exposure history. This was the MSM 

estimated in the IPW data-set, where each observation represented the contribution of one 

person to a discrete time episode (254). 

In both the Kaplan-Meier method and the method used in study IV, censoring is accounted for 

implicitly as censored participants are dropped out of the study and do not participate in future 

risk-sets. However, the conditional survival at each time is calculated as 1-hazard, seemingly 

ignoring loss of participants through anything other than the outcome event. In fact, if censoring 

is assumed independent of the outcome (i.e. non-informative), censored participants would 

have experienced the outcome with the same probability as those not censored. This is 

equivalent to estimating a causal effect in a theoretical population in which the censoring did 

not take place. The interpretation of counterfactual outcomes defined by setting exposure to the 

study levels and censoring to zero (i.e. no censoring) might be problematic when the censoring 

event is death by other causes (than the outcome of interest), since intervening to prevent death 

by other causes in the whole study population might not be realistic (255). If censoring 

informative, selection bias could occur through a similar mechanism as described in Figure 

4.2.7.1. IPCW addresses this issue, rendering censoring independent of measured covariates 

that are common causes of censoring and the outcome. 

4.3 STUDY DESIGN AND ANALYSIS 

This section will briefly introduce the design and analysis for each of the four included studies. 

More detailed information can be found in the attached articles. 

4.3.1 Study I – Biological DMARDs and the risk of gastro-intestinal 
perforations in RA 

Study I was a population-based cohort study primarily designed to compare the incidence of 

GI perforations between RA patients who initiated TNFi versus non-TNFi bDMARDs, with a 

special interest in tocilizumab. We included RA patients who have not yet initiated bDMARDs 

(bionaïve) and matched general population comparators as secondary reference groups. 

First, we identified RA patients in NPR using a previously validated definition (256). Next, we 

identified bDMARD initiations after January 2009 (such that all bDMARDs under study were 

on the market during the study period) in SRQ/ARTIS. Five general population controls had 

previously been matched by sex, age and geographical location to bDMARD treated patients. 

bDMARD treated patients were followed from the date of treatment initiation up to 90 days 

after a decision to stop treatment or to switch to another bDMARD. The 90-day extension was 

employed to ensure that GI perforation events that may have led to a decision to stop treatment 
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were captured. Consecutive treatment episodes with the same active substance were merged if 

treatment was restarted within 90 days (270 days for rituximab). One patient could participate 

with several follow-up episodes if they switched bDMARDs, but only the first episode with 

each bDMARD was included. Patients were followed as bionaïve from the date when they first 

fulfilled the RA diagnostic criteria, or from January 2009 if the criteria were fulfilled before 

this date, up to the date when thy first initiated a bDMARD treatment. General population 

controls were followed from index-date (which was the date when the matched bDMARD 

treated patient initiated the first bDMARD) or from January 2009, up to the date when they 

develop RA. All patients were followed to first outcome event or to death, emigration or the 

end of available data (31 December 2017), if these came first. 

The outcome event was defined as hospitalization with a main or secondary diagnosis of GI 

perforation (according to a prespecified list of ICD-10 codes) or death due to GI perforation 

(primary or contributory cause of death). Perforations were classified as belonging to the upper 

GI tract if located in the esophagus, stomach or duodenum, and otherwise belonging to the 

lower GI tract. Lower GI perforations made up 85% of all perforations observed during the 

study period, and since these were the main concern in relation to tocilizumab (109,111), we 

studied them as the primary outcome, with all (upper + lower) GI perforations assessed in 

supplementary analyses. 

The primary analysis was adjusted, using IPTW, for pre-selected baseline patient 

characteristics which were considered risk-factors for GI perforation according to previous 

literature (99,103,257) or to medical knowledge: demographic characteristics (age, sex, 

education level), comorbid conditions (a history of GI perforations, diverticular disease, 

intestinal ischemia, inflammatory bowel disease, hospitalized infections, chronic obstructive 

pulmonary disease as a proxy for smoking, diabetes, cancer), markers of RA severity (number 

of joint surgeries, CRP, ESR, DAS28, HAQ and RA duration) use of csDMARDs, NSAID and 

glucocorticoids exposure before baseline. Additionally, we adjusted for line of bDMARD 

treatment (i.e. how many previous bDMARDs have been used) and for the year of treatment 

start. Missing covariate data were imputed using multiple imputation (MICE – described in 

Section 4.2.6) and the imputed data-sets were analyzed using IPTW generalized estimating 

equations Poisson models to obtain adjusted incidence rates, Cox regression (with robust 

standard error estimation) to compare hazard rates between treatment groups and the Kaplan-

Meier method to estimate adjusted survival curves for each treatment group. 

4.3.2 Study II – Comparative effectiveness of baricitinib, tofacitinib and 
biological DMARDs in RA 

Study II was a cohort study designed to compare the effectiveness of baricitinib and tofacitinib 

with that of bDMARDs among RA patients. 

All patients with a primary diagnosis of RA, and who initiated bDMARDs or JAKi between 

January 2017 and November 2019, were included in the study, irrespective of line of therapy. 

The start date was chosen such that all drugs were available during the study period (first JAKi 
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approval in EU was in 2017). The end of the study period was chosen such that all participants 

could be followed at least up to the one-year end-point (unless censored by death or 

emigration), considering that we had data available until February 2021. 

We compared the two JAKis (baricitinib and tofacitinib) with abatacept, rituximab, two IL-6 

inhibitors (tocilizumab and sarilumab), and five TNFi (etanercept, adalimumab, infliximab, 

certolizumab pegol, golimumab). We identified start (i.e. decision to initiate) and end of each 

treatment episode, as well as reasons for discontinuation, in SRQ. Consecutive treatment 

episodes on the same active substance were merged if gaps between them were not longer than 

90 days (270 for rituximab). Under each treatment level we included all dosing regimens used 

in practice. One individual could contribute with several observations if they switched 

treatments (~18% of patients participated to more than 1 treatment cohort).  

Follow-up for each observation started at treatment initiation (i.e. baseline) and, in the primary 

analysis, patients were followed for one year, at which point three binary treatment response 

measures were evaluated: EULAR DAS-28 good (vs moderate or no) response, defined as a 

DAS28(ESR) ≤ 3.2 units at evaluation and a decrease in DAS28(ESR) > 1.2 units at evaluation 

versus baseline; HAQ-DI improvement, defined as a decrease in HAQ-DI > 0.2 at evaluation 

versus baseline; and CDAI remission, defined as a CDAI ≤ 2.8 at evaluation. Since in real 

clinical practice patients are not evaluated at fixed time-points during their treatment courses, 

we measured the one-year end-pints within a window spanning from 275 to 455 days after 

baseline using the measurement closest to 365 days or the mean of two measurements if 

symmetrically situated around this point. Patients who discontinued treatment before one-year 

were classified as “non-responders”. Treatments were considered discontinued at the initiation 

of another bDMARD or JAKi, if these happened before the recorded discontinuation date for 

the current treatment. Patients who discontinued treatment due to remission were considered 

on-treatment until the start of a new bDMARD or JAKi. Patients who discontinued treatment 

due to pregnancy, death or emigration from Sweden were excluded from the analysis. In 

secondary analyses we compared drug retention, defined as the proportion of patients 

remaining on treatment over time, and the change at three months compared to baseline in 

DAS28(ESR), HAQ-DI and CDAI. 

Differences between treatment responses (proportions at one year and changes from baseline 

at three months) were estimated using generalized linear models with robust standard error 

estimation. Crude drug retention was estimated and plotted using the Kaplan-Meier estimator 

and adjusted comparisons were estimated using Cox regression. Multiple imputation was used 

to account for missing baseline covariates and treatment responses. The set of adjustment 

covariates consisted of variables assumed to influence treatment response and to be associated 

with treatment selection. These were measured at baseline and included: demographic 

characteristics, RA parameters (duration, severity), line of therapy, indicators of previous use 

of csDMARDs, bDMARDs or JAKi, co-medication with csDMARD, NSAIDs and 

glucocorticoids, disease history and general health indicators (smoking status and number of 

days spend in hospital). 
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4.3.3 Study III – Emulation of the SWEFOT trial in observational data 

Study III was a cohort study designed to emulate the protocol of SWEFOT. SWEFOT was an 

open-label RTC, nested in SRQ, which compared addition of infliximab over MTX with 

addition of SSZ and HCQ over MTX, among early RA patients unsuccessfully treated with 

MTX for 3 months (150). 

To emulate SWEFOT in observational data we first identified patients with a primary diagnosis 

of RA and with RA debut after July 2005 in SRQ. The start of the recruitment period was 

chosen to avoid population overlap with SWEFOT and to have PDR data after RA debut for 

all patients. 

We then identified patients who initiated infliximab in SRQ and patients who initiated SSZ or 

HCQ in PDR. The group of patients who initiated SSZ + HCQ was further narrowed down to 

patients who initiated both drugs, not necessarily simultaneously, but ensuring that no more 

than 180 days elapsed between the first dispensation of the first drug and the first dispensation 

of the second drug, and that there was at least one dispensation of the first drug after the first 

dispensation for the second drug (i.e. the first drug was not stopped before initiating the 

second). The baseline date was then identified for each patient as: (1) the first decision to 

initiate a treatment with infliximab, as identified in SRQ, for patients in the infliximab cohort 

and (2) the date of the first prescription dispensation for the second drug in the combination in 

the SSZ + HCQ cohort. 

After recruitment, all SWEFOT patients were treated with MTX for three months as part of the 

trial (150). Therefore, one of the eligibility criteria for our emulation was that patients have 

been treated with MTX before baseline. However, we extended the time-window of MTX 

initiation before baseline between 30 and 540 days. Also, we did not require ongoing MTX 

treatment during the study but we estimated proportions of patients on MTX around baseline, 

and we used this measurement as adjustment (> 90% of patients were on MTX to baseline). 

Patients were enrolled in SWEFOT at maximum one year after RA debut. We also relaxed this 

criterium allowing maximum 540 days between RA debut and the first MTX dispensation. 

These compromises were made to enlarge the SSZ + HCQ cohort, aiming for at least 200 

patients/cohort in our emulation. Next, patients who used any other DMARDs than MTX (and 

SSZ or HCQ in the combination cohort), between RA debut and baseline, were excluded, since 

no DMARD use was allowed in SWEFOT before study entry (MTX was administered as part 

of the trial before randomization to the study treatments). Pre-baseline DMARD treatments 

were identified in SRQ and PDR. The last inclusion criterium applied was having a 

DAS28(ESR) larger than 3.2 at baseline. In SWEFOT, only patients with DAS28(ESR) larger 

than 3.2 after initial treatment with MTX were randomly assigned to additional infliximab or 

SSZ + HCQ. Additionally, we also excluded patients who, due to late immigration or 

emigration did not have a complete five-year presence in Swedish registers before baseline, or 

patients whose baseline date was less than 9 months before the end of data availability, on the 

first of January 2021. To be included in SWEFOT patients had to be on either no 

glucocorticoids or a stable dose of maximum 10 mg prednisone equivalents per day. In our 
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emulation, no restrictions to the use of glucocorticoids before baseline was applied but an 

average daily dose was estimated using dispensed prescriptions. 

The date of treatment discontinuation was identified in the SRQ for infliximab treatments and 

was estimated as the first gap in the sequence of prescriptions using the dispensation data 

(PDR) for SSZ and HCQ treatments. To identify gaps in prescription sequences, we first 

estimated the duration of prescriptions using a daily dose of 2000 mg/day for sulfasalazine and 

of 200mg/day for hydroxychloroquine. A gap was defined as not collecting a new prescription 

within 90 days after the estimated end of the previous prescription. As in SWEFOT, treatment 

discontinuation in the combination cohort was considered when both SSZ and HCQ had been 

discontinued. In the main analysis, switching from infliximab to etanercept and from SSZ + 

HCQ to ciclosporin A was allowed as part of the protocol treatment, similarly to SWEFOT. 

Initiating any other DMARD was considered a protocol treatment discontinuation. 

The primary emulated outcome was the proportion of patients achieving a EULAR good (vs 

moderate or no) response at nine months after baseline, defined as: DAS28(ESR) ≤ 3.2 at 

evaluation and a decrease in DAS28(ESR) larger than 1.2 units at evaluation compared to 

baseline (150,258). All patients who initiated treatments at baseline, except those who died or 

emigrated during follow-up, were analyzed at the nine-months end-point. Those who 

discontinued the protocol treatment were classified as “non-responders”. 

Missing treatment response as well as baseline covariate values were imputed using multiple 

imputation (see Section 4.2.6). The average treatment effect (in the entire study population) 

was estimated as the ratio between the proportion of treatment responders in the infliximab 

cohort versus the proportion of treatment responders in the SSZ + HCQ cohort. Because 

treatment is not allocated at random in clinical practice, IPTW was used to adjust for baseline 

confounding, assuming that conditional on several measured covariates, treatment allocation 

was independent of the potential outcomes (see Sections 4.2.1, 4.2.4 and 4.2.5). The selected 

covariates were considered treatment response predictors. The list included: demographic data, 

year or treatment start and RA duration at treatment start, rheumatoid factor positivity, several 

disease activity/disability measurements, baseline use of MTX, NSAIDs and glucocorticoids, 

history of several severe, chronic conditions, and general health indicators such as days spent 

in hospital and smoking status. The protocol was published before analyzing any association 

between treatment and outcome (ClinicalTrials.gov – NCT05051137). 

4.3.4 Study IV – Glucocorticoids and the risk of serious infections in RA 

Study IV was a cohort study designed to compare the risk of serious infections between 

exposure to different patterns of time-varying oral glucocorticoid doses over the course of three 

years, in early RA patients. 

In this study, we included patients with an initial visit recorded in SRQ no later than one year 

after RA debut and containing disease activity (DAS28(CRP)) and disability (HAQ-DI) 

information. Starting at this initial SRQ visit, we divided the time of each participant into 90-

day episodes, each containing a time indicator. We identified the quantity of oral 
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glucocorticoids dispensed within each episode using PDR data, and we calculated average daily 

doses in prednisone equivalents. The daily doses were categorized into: “no glucocorticoids”, 

“low glucocorticoid doses” (≤ 10 mg/day) and “high glucocorticoid dose” (> 10 mg/day). We 

selected variables for confounding and selection bias adjustment from among infection risk 

factors (259–262), and we measured them in time-windows of various lengths before each 

episode. The baseline fixed and time-varying selected co-variates were: demographic and 

socio-economic characteristics at baseline, the average daily dose of glucocorticoids used 

within one year before the first SRQ visit, current DAS28(CRP) and HAQ before each episode, 

current co-medication, a time-varying history of several comorbid conditions and the number 

of days spent in hospital before within one year before each episode.  

The outcome of interest was serious infections, defined as hospitalization records with a 

primary diagnosis or infection, according to a pre-specified list of ICD-10 codes. Outcome 

events were identified in each follow-up episode. 

Follow-up started 90 days after the initial SRQ visit, immediately after the window within 

which baseline exposure was calculated, and continued for a maximum of 3 years (i.e. 1080 

days or twelve 90-day episodes) to the first outcome event, death or emigration. Thus, the 

follow-up time of each participant consisted of a series of 90-day episodes, the exposure value 

for each such follow-up episode being estimated in the immediately preceding episode, and 

other covariates being measured before exposure. This design was meant to respect the time 

order in the causal chain “covariates cause exposure which in turn causes the outcome”, to 

allow time-updated measurements of exposure and confounding, and the estimation of time-

varying inverse probability weights. 

To ensure that infections identified within the study period were incident events, patients who 

experienced infections within 180 days before baseline were excluded. To ensure that all 

patients had sufficient data before baseline and at least three years of follow-up data (unless 

censored), the study was restricted to patients with a baseline date within the period January 

2007 to February 2018. 

We analyzed the data using pooled logistic regression, as previously suggested for MSM.(229) 

The log-odds of serious infections was modelled over all observations as a function of exposure 

history and time indicator, represented as a categorical variable, to allow for a time-varying 

baseline hazard. For rare outcome events (as serious infections are), the odds-ratios estimated 

from the pooled-logistic regression model closely approximate hazard rations obtained from 

the corresponding Cox mode. We modelled the exposure history in several ways. Initial models 

included only the current glucocorticoids dose variable, or current dose plus past doses 

summarized as counts of periods with low and with high doses. A more flexible model included 

separate variables for each of the 12 periods of exposure history. In order to be able to estimate 

separate coefficients for each of the 12 exposure variables over all observations, these had to 

be complete (i.e. no missing values at any of 12 past periods, at any time). To this end, 

glucocorticoid exposure before the study was set to zero, adjusting for the actual 

glucocorticoids use before the study in a separate variable (as illustrated in the supplement of 
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Study IV). We adjusted for confounding using conventional models and time-varying IPTW 

to compare the results. Conventional adjustments were done by including adjustment co-

variates directly in the outcome model, together with exposure and time. A crude model was 

followed by adjustment for baseline covariate values only and adjustment for time-updated 

covariates. For estimating the MSM, time-varying IPTW and IPCW were estimated for each 

observation (i.e. discrete time) as described in Section 4.2.5 and multiplied to obtained the 

IPWs that adjust for both time-varying confounding and selection bias via informative 

censoring. The final IPWs were truncated to the 1st and 99th percentiles of their observed 

distribution in each period. The IPW adjusted flexible model was used to estimated cumulative 

incidences of serious infections for different patterns of glucocorticoid dosing over the three-

years follow-up. These were calculated as described in Section 4.2.7, and confidence intervals 

were calculated via non-parametric bootstrapping. As discussed in Section 4.2.6, missing 

DAS28 and HAQ-DI data were handled using the LOCF approach in the main analysis and the 

missingness patterns approach in a sensitivity analysis. 

4.4 ETHICAL CONSIDERATIONS 

The observational studies included in this thesis have been conducted using secondary data 

recorded routinely in several Swedish national registers. These include data about health or 

socio-economic status that can be traced to living individuals and which, under EU personal 

data protection legislation (GDPR), are classified as sensitive personal data (263). According 

to GDPR, sensitive personal data should not be processed without a clear legal basis. The 

foremost such legal basis is the explicit consent of the subject. However, in Article 9, point 2 

of the GDPR, several exemptions to informed consent are laid out, one of them being when 

“processing is necessary for … scientific or historical research purposes or statistical purposes 

in accordance with Article 89(1) based on Union or Member State law which shall be 

proportionate to the aim pursued, respect the essence of the right to data protection and provide 

for suitable and specific measures to safeguard the fundamental rights and the interests of the 

data subject.” (263,264). 

In Sweden, informed consent is generally not required for observational studies using large-

scale secondary (register) data. There are several reasons for this. First of all, it would be very 

expensive to request informed consent from tens of thousands up to millions of people, as 

included in most population-based research. Secondly, even if requested, the probability of 

obtaining consent may not be equally distributed over the population (e.g. those with a poor 

command of the Swedish language may be less likely to consent). Thirdly, even if it is collected 

prospectively the use of secondary data is retrospective (it may be used years after its collection 

and for a different purpose than it was collected for). Hence, at the moment of collection, the 

specific research questions that the data may be used for answering would be unknown, and at 

the moment of conducting the research it may no longer be possible to contact individuals who 

left Sweden, are unconscious or who have died (265). As such, requesting consent for 

individual research projects would cancel two of the main advantages of observational studies 

over RCTs: lower costs and less restrictive inclusion. Instead of requesting individual consent, 
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participants are assumed to agree that the state governs the use of register-data for the common 

good (e.g. increasing the quality and availability of health-care). 

The main condition for lawfully conducting research on sensitive personal data with or without 

individual consent is to ensure safe storage and access to data in order to prevent potential 

privacy breaches. Therefore, researchers must describe in their ethical applications how the 

data would be collected, transferred, stored and accessed, for how long it would be stored, who 

will have access to the data and, if the data is pseudo-anonymized, who would have access to 

the identification key (265). Pseudo-anonymizing data means replacing direct identifiers (i.e. 

information which specifically identifies a person) such as name or personal identification 

number, with a code, the decoding key being hidden away. In Sweden they key is usually kept 

by the governmental administrator of the register. The key can be used to re-identify individuals 

in the data and connect additional data to them. Once they key has been destroyed the data may 

be considered de-identified or anonymized, even though with detailed enough information, 

individuals with unique combinations of characteristics may still be identifiable (266). 

Besides collecting and analyzing personal data, the main reason why individual informed 

consent is mandatory for RCTs is that participants are exposed to new interventions with 

largely unknown benefits and risks. This is however not the case for register based 

observational studies which analyze data from patients treated in routine clinical practice with 

already approved treatments (267). 

However, even if individual informed consent is not necessary, in order to process sensitive 

personal data, research has to receive approval from an ethical review board according to the 

Swedish Ethical Review Act (268). Since January 2019, ethical review in Sweden is done 

centrally by the Swedish Ethical Review Authority (Etikprövningsmyndigheten) (269).  Ethical 

review boards are tasked with assessing whether research is ethically justified. Health research 

is ethically justified if it has scientific (i.e. internal validity) and social (or clinical) value, that 

is if it generates knowledge that can inform decision-making in order to improve the individual 

and/or public health, using limited resources, while ensuring minimal harm to research subjects 

(270).  All studies that are part of this thesis have used pseudo-anonymized secondary data 

from several linked national Swedish registers and are covered by ethics permit no. 2015/1844-

31/2 (amended 2016/1986-32, 2017/2473-32 and 2020-01756) issued by the Regional Ethics 

Board of Stockholm/Swedish Ethical Review Authority. As argued above, no informed consent 

was requested from individual participants. 

Finally, to ultimately reach its goal of informing the public, research results have to be made 

publicly available by presentations at various meetings and by publishing results in scientific 

and popular science articles. Most results generated by our studies have already been presented 

at scientific/clinical conferences and have been published in open access scientific journals, 

thus are accessible to the public for no additional cost. 
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5 RESULTS 

5.1 STUDY I – BIOLOGICAL DMARDS AND THE RISK OF GASTRO-
INTESTINAL PERFORATIONS IN RA 

Study I (271) included 17594 TNFi, 2527 abatacept, 3522 rituximab and 2377 tofacitinib 

initiations. Also, 62532 bionaïve RA patients and 76304 general population controls were 

included as additional reference groups. 

Table 5.1.1 presents the comparison of lower GI perforation incidence rates between abatacept, 

rituximab, tocilizumab and TNFi initiators. We observed higher crude incidence rates of lower 

GI perforation among abatacept (2.6 events /1000 person-years), rituximab (2.1 events /1000 

person-years) and tocilizumab (4.1 events /1000 person-years) initiators compared to TNFi 

initiators (1.6 events /1000 person-years). After IPTW adjustment for several potential 

confounders (see Section 4.3.1), the incidence rates for rituximab and abatacept approached 

that of TNFi, while the incidence rate for tocilizumab remained significantly higher. 

Table 5.1.1 – Lower GI perforations, crude and IPTW-adjusted incidence rates and 

contrasts between non-TNFi and TNFi bDMARDs 

Cohort 
Crude IR 

(95% CI) 

Crude HR 

(95% CI) 

IPTW adj. IR 

(95% CI) 

IPTW adj. HR 

(95% CI) 

TNFi 1.57 (1.21–2.05) Ref 1.85 (1.34–2.36) Ref 

Abatacept 2.62 (1.52–4.52) 1.68 (0.93–3.03) 1.98 (0.73–3.23) 1.07 (0.55–2.10) 

Rituximab 2.11 (1.39–3.21) 1.36 (0.82–2.24) 1.65 (0.84–2.46) 0.89 (0.50–1.58) 

Tocilizumab 4.10 (2.70–6.22) 2.61 (1.61–4.24) 4.07 (2.14–6.00) 2.20 (1.28–3.79) 

CI = confidence interval, HR = hazard ratio, IR = incidence rate; incidence rates are expressed as 
events /1000 person-years. 

Inverse probability of treatment weighted (IPTW) adjustment for: demographic characteristics, 
year of treatment start, disease history, RA disease activity and disability, comedication with MTX, 
other conventional DMARDs, selective COX2 inhibitors, NSAIDs, glucocorticoids. 

Figure 5.1.1 displays the non-parametric IPTW adjusted survival curves. It can be seen that 

most events (steps of the curves) were experienced within the first two years of follow-up in 

all treatment cohorts. The curve corresponding to tocilizumab had the steepest descent, 

separating from the other curves at the beginning of follow-up. It is interesting to note that in 

the abatacept cohort no one experienced lower GI perforations after the second year of follow-

up. 
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Figure 5.1.1 – IPTW-adjusted lower GI perforation survival curves. Shaded areas 
represent 95% confidence limits 

After standardization for sex and age, lower Gi perforation incidence rates were reduced among 

the bionaïve and general population controls compared to bDMARD treated RA patients, but 

except for tocilizumab, the differences were diminished when also correcting for differenced 

in glucocorticoids use before baseline (Figure 5.1.2). 

 

Figure 5.1.2 – Sex and age standardized lower GI perforation incidence rates and sex, age 
and glucocorticoid use adjusted comparisons between bDMARD treated and bionaïve RA 
patients versus general population controls 
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5.2 STUDY II – COMPARATIVE EFFECTIVENESS OF BARICITINIB, 
TOFACITINIB AND BIOLOGICAL DMARDS IN RA 

Study II (272) included 8006 RA patients who contributed with 10772 treatment episodes. Out 

of the two JAKis, baricitinib was the one mainly used in Sweden (1420 baricitinib treatments 

initiated versus 316 tofacitinib treatments). Also, tofacitinib was reserved for later treatment 

(median fifth line compared to median third line for baricitinib). 

In the primary analysis of study II, we compared binary treatment responses around one-year 

after drug initiation measured as: EULAR DAS28(ESR) good (versus no or moderate) 

response; a more than 0.2 units reduction in HAQ-DI (compared to baseline); and CDAI 

remission (≤ 2.8 at evaluation). The results of this analysis are presented in Figure 5.2.1. 

  

Figure 5.2.1 – Differences between proportions of good EULAR responders, HAQ-DI 
improvements and CDAI remissions at one year, comparing tofacitinib and bDMARDs to 
baricitinib 
 
Barbulescu, Andrei, "Effectiveness of baricitinib and tofacitinib compared with bDMARDs in RA: results from 
a cohort study using nationwide Swedish register data.", Rheumatology, 2022, Online ahead of print, by 
permission of Oxford University Press. 
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Approximately 1% of patients in each treatment cohort died, emigrated or had to stop treatment 

due to pregnancy within the first year after treatment initiation and these patients were excluded 

from the analysis. All other patients were kept in the analysis, classifying those who 

discontinued treatment before one year as “non-responders”. The proportions of missing 

responses for patients who continued treatment ranged from 39% for CDAI remission to 60% 

for EULAR response and were imputed using multiple imputation. 

Crude EULAR good response proportions ranged from 21% on tofacitinib to 34% on IL-6-

receptor inhibitors, with baricitinib in-between at 25%. After confounding adjustment, there 

was no difference left in EULAR good response proportion between tofacitinib and baricitinib 

and only IL-6-receptor inhibitors retained a significantly higher response proportion compared 

to the two JAKis. The EULAR good response proportion for TNFi was significantly lower than 

for baricitinib. 

The crude proportions of patients achieving HAQ-DI improvement larger than 0.2 units 

compared to baseline ranged between 28% on tofacitinib and IL-6-receptor inhibitors and 39% 

on rituximab and it was 37% for baricitinib. After adjustment for confounding, baricitinib 

showed the highest proportion of HAQ-DI improvements of all b/tsDMARDs, with statistically 

significant differences from abatacept, IL-6-receptor inhibitors and TNFi. The proportion of 

HAQ-DI improvements remained 7.9 percentage points higher for baricitinib compared to 

tofacitinib after confounding adjustment, but the confidence intervals were wide, covering a 

null difference, thus there was not enough evidence to support an inferior response on 

tofacitinib. 

The crude proportions of patients achieving CDAI remission ranged from 11% on rituximab 

and tofacitinib to 17% on TNFi, with baricitinib at 15%. After adjustment for confounding, 

CDAI remission proportions were equal for baricitinib and tofacitinib and were higher for the 

two JAKis compared to all bDMARDs, with a statistically significant difference between TNFi 

and rituximab versus baricitinib. 

The results at one year were confirmed by results at three months. Also, the retention of 

baricitinib was higher than that of all alternatives except rituximab. Considering co-medication 

with csDMARDs, in our study population JAKi were used more frequently as monotherapy 

compared to bDMARDs and tofacitinib was used more frequently as monotherapy compared 

to baricitinib. However, one-year response proportions were lower for tofacitinib in 

monotherapy compared to tofacitinib combined with csDMARDs, while for baricitinib the 

proportion of responders were similar in monotherapy or csDMARD combination. 

To summarize, our results indicate at least equivalent effectiveness between tofacitinib, 

baricitinib and bDMARDs with consistently higher treatment responses on baricitinib 

compared to TNFi. 
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5.3 STUDY III – EMULATION OF THE SWEFOT TRIAL IN OBSERVATIONAL 
DATA 

After applying eligibility criteria, 509 RA patients were included in study III (273) out of 57288 

patients with a primary diagnosis of RA identified in SRQ. Of these, 313 initiated treatment 

with infliximab and 196 initiated treatment with SSZ + HCQ. One patient in the SSZ + HCQ 

cohort died during follow-up and was excluded from the analysis. 

After imputing missing outcome data for 28% of participants in the infliximab cohort, we 

observed 39% (95% confidence interval 33% to 46%) EULAR good responders. In the SSZ + 

HCQ cohort, 25% of outcome values were imputed, and we observed 28% (95% confidence 

interval 22% to 37%) EULAR good responders. This corresponds to a ratio of 1.39 (95% 

confidence interval 1.04 to 1.86), which rose to 1.48 (95% confidence interval 0.98 to 2.24) 

after IPTW confounding adjustment, compared to 1.59 (95% confidence interval 1.10 to 2.30) 

observed in SWEFOT. 

There were several differences in population composition between our observational emulation 

and the target trial. The SWEFOT population was slightly younger and contained a higher 

proportion of women and of patients of Swedish origin. Patients in the observational emulation 

had longer RA, but regardless of relaxing this inclusion criterium in the emulation the 

difference was small (median of 1 year in the observational emulation versus a median of 0.8 

years in SWEFOT). RA disease activity was marginally higher in the observational emulation 

with larger differences between treatment cohorts. Standardizing the composition of some 

measured covariates in the observational population to that in the target trial increased the 

response ratio increased to 1.50 (95% confidence interval 0.84 to 2.68) (unpublished sensitivity 

analysis). 

Not allowing treatment switches to etanercept or ciclosporin A in a sensitivity analysis produce 

similar results to the main analysis. Relaxing the main eligibility criteria one by one, gradually 

reduced the response ratio all the way to 1.19 (95% confidence interval 0.86 to 1.66) when 

allowing for use of non-MTX DMARDs before baseline, despite adjusting for the baseline 

DAS28(ESR), RA duration and previous DMARD use. 

5.4 STUDY IV – GLUCOCORTICOIDS AND THE RISK OF SERIOUS 
INFECTIONS IN RA 

We identified 9639 RA patients who fulfilled the inclusion criteria for study IV, and they 

contributed with 110150 90-day follow-up episodes. 

Table 5.4.1 shows associations between the history of exposure to glucocorticoids and the 

current risk of serious infections, using different exposure history summaries (models 1,2, 3) 

and confounding adjustments (crude, adjustment 1, adjustment 2 and IPW/MSM adjustment). 

In Model 1, exposure history was modelled as the current dose of glucocorticoids only, 

comparing high and low doses with no glucocorticoids. Current glucocorticoids exposure, in 
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both low and high doses, was associated with a significantly higher incidence of serious 

infections compared to no glucocorticoids and a dose response relationship is discernable. In 

Model 2, terms were added to represent the past exposure history, since the start of follow-up, 

alongside current exposure. These were linear terms for sums of previous periods with low 

glucocorticoid doses and high glucocorticoid dose respectively. Adding past exposure to the 

regression models reduced associations between current exposure and current risk of serious 

infections. In Model 3, past exposure was divided into recent past (the year before current 

exposure) and distant past. While exposure in the recent past year retained an association with 

the current risk of serious infections, exposure more than one year ago was no longer 

associated. 

Table 5.4.1 – Different models of the association between glucocorticoids exposure history and 
the risk of serious infections 

 Crude HR Adj.1a HR Adj.2b HR MSMc HR 

 (95% Confidence interval) 

Model 1 – Current period average daily dose of glucocorticoids (3 categories, ref= no use) 

Current per. Low 1.67 (1.41-1.98) 1.34 (1.12-1.60) 1.31 (1.10-1.56) 1.36 (1.13-1.64) 

Current per. High 2.71 (2.19-3.34) 2.09 (1.66-2.63) 1.80 (1.43-2.26) 1.98 (1.54-2.55) 

Model 2 – Current period dose (3 cat.) + Linear terms for counts of past periods with low and 
high dose respectively 

Current per. Low 1.26 (1.05-1.52) 1.11 (0.91-1.34) 1.10 (0.91-1.34) 1.12 (0.90-1.39) 

Past Low 1.12 (1.07-1.17) 1.09 (1.04-1.14) 1.09 (1.04-1.14) 1.09 (1.03-1.15) 

Current per. High 1.96 (1.56-2.47) 1.69 (1.32-2.15) 1.53 (1.20-1.96) 1.61 (1.21-2.13) 

Past High 1.19 (1.12-1.26) 1.14 (1.07-1.22) 1.09 (1.03-1.17) 1.12 (1.04-1.20) 

Model 3 – Current period dose (3 cat.) + Linear terms for the count of periods with low and 
high doses respectively within each of two past years of follow-up 

Current per. Low 1.21 (0.99-1.46) 1.07 (0.88-1.31) 1.07 (0.88-1.31) 1.06 (0.85-1.32) 

Recent yr. Low 1.19 (1.10-1.30) 1.14 (1.05-1.24) 1.14 (1.05-1.25) 1.16 (1.06-1.27) 

Past yr. Low 1.04 (0.94-1.16) 1.03 (0.92-1.14) 1.02 (0.92-1.13) 1.02 (0.91-1.14) 

Current per. High 1.80 (1.42-2.27) 1.57 (1.23-2.01) 1.45 (1.13-1.86) 1.47 (1.11-1.97) 

Recent yr. High 1.39 (1.24-1.55) 1.31 (1.16-1.48) 1.21 (1.08-1.36) 1.28 (1.12-1.46) 

Past yr. High 1.03 (0.90-1.19) 1.01 (0.87-1.17) 1.00 (0.86-1.15) 1.00 (0.84-1.19) 

a Conditional adjustment for baseline confounder values (baseline demographics, use of glucocorticoids 
before baseline, comedication with: TNFi, nonTNFi, csDMARDs, rheumatoid factor positivity, DAS28-
CRP and HAQ-DI, disease history, days spend in hospital within the previous year) 

b Conditional adjustment for the same characteristics measured at baseline, but updating measurements 
before the exposure assessment window of each follow-up period 

c Inverse probability weighting (IPW) adjustment for the same time-updated covariates as at (b) above. 
HR = hazard ratio 
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In all exposure models, adjustment for baseline confounder values (Adj. 1) reduced contrasts 

substantially. Further adjustment for time-updated confounder values (Adj. 2 and MSM) did 

not have such a strong influence. Comparing adjustment for time-updated confounders in a 

conventional regression model (Adj. 2) versus in an MSM, the conventional adjustment 

reduced the contrasts more, but the differences were marginal. 

Next, we estimated the cumulative incidence of serious infections, over a follow-up period of 

three years, under different patterns of glucocorticoids exposure. Since in clinical practice 

exposure to glucocorticoids is commonly limited to the first year, we started by comparing different 

doses used during the first year and different treatment durations within the first year. 

In Figure 5.4.1, there is a clear dose response relationship, with IPW adjusted cumulative 

serious infections incidences at three years increasing from 5.3 (95% confidence interval 4.6 

to 6.2) infections per 100 persons under no glucocorticoids, to 7.1% (95% confidence interval 

6.2 to 8.1) infections per 100 persons under low glucocorticoid doses within the first year, and 

9.4% (95% confidence interval 7.9 to 11.1) infections per 100 persons under high 

glucocorticoid doses within the first year. 

 

Figure 5.4.1 – Adjusted cumulative incidence of serious infections under no glucocorticoids, 
low glucocorticoids doses and high glucocorticoids doses within the first year, followed by 
no glucocorticoids in the remaining 2 years of follow-up 
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When comparing exposure to low glucocorticoid doses during the first 3, 6 and 9 months 

(Figure 5.4.2), the cumulative incidence of serious infection increased with the length of 

exposure, but the three cumulative incidences at the end of follow-up, of 6.0% (95% confidence 

interval 5.2 to 6.7) infections per 100 persons, 6.5% (95% confidence interval 5.7 to 7.3) 

infections per 100 persons, and 6.8% (95% confidence interval 6.0 to 7.8) infections per 100 

persons respectively, were not significantly different. 

 

Figure 5.4.2 – Adjusted cumulative incidence of serious infection under low dose 
glucocorticoids in the first 3-, 6- or 9-months, followed by no glucocorticoids until 3 years 

Lastly, we compared we compared exposure to the same glucocorticoid dose level (low doses), 

for the same duration, but in different periods during follow-up (Figure 5.4.3). Exposure during 

the first year of follow-up yielded a cumulative incidence of 7.1% (95% confidence interval 

6.2 to 8.1) infections per 100 persons at end of the third year. Exposure during the second year 

produced a slightly lower incidence of 6.8% (95% confidence interval 5.8 to 8.2) infections per 

100 persons. Finally, the cumulative incidence was lowest under exposure during the third year 

5.9% (95% confidence interval 5.0 to 6.9) infections per 100 persons. The explanation is as 

follows. Under all exposure patterns, patients had two years of “no exposure”. However, since 

exposure continues to have an effect (nonetheless diminishing) after having been stopped, 

patients accumulate more events in period of “no exposure” after “exposed” periods than in 

periods of “no exposure” before “exposed” periods. Therefore, patients who were exposed 

during the first year have two years of “no exposure” after the “exposed” period and accumulate 

more events compared to patients exposed during the third year who had two years of “no 

exposure” before the “exposed” period. 
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Figure 5.4.3 – Adjusted cumulative incidence of serious infection under low dose 
glucocorticoids within the first, second or third year and no glucocorticoids in the remaining 
2 years of follow-up 
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6 DISCUSSION 

6.1 STUDY I – BIOLOGICAL DMARDS AND THE RISK OF GASTRO-
INTESTINAL PERFORATIONS IN RA 

In study I we compared the incidence of lower GI perforations between RA patients treated 

with abatacept, rituximab or tocilizumab and RA patients treated with TNFi, and found a higher 

incidence among patients treated with tocilizumab, thus confirming previous findings. 

However, previous studies generally reported lower incidence rates compared to our study, and 

there was heterogeneity in rate ratios as well. This may be due to chance alone, considering the 

rare outcome, but differences between studies in outcome reporting and validation may also 

explain it. 

Comparing lower GI perforation incidence rates, Strangfeld et al. reported an incidence of 2.7 

lower GI perforations /1000 person-years (111), higher than 4.1 lower GI perforations /1000 

person-years in our study. Two American studies reported even lower incidence rates of 1.5 

(112) and 1.3 (113) lower GI perforations /1000 person-years for tocilizumab initiators. This 

may be due higher specificity of outcome ascertainment in the previous studies. In the German 

study, the reported GI perforations were validated by physicians blinded to the patient’s 

treatment (111). In the two American studies, a validated high specificity outcome definition 

was used (114). Even though several validation studies have shown high positive predictive 

values for many conditions identified in the NPR (186), including diverticular disease (274), 

we have not conducted any specific validation for our GI perforation definition, thus our study 

may have included false positive GI perforations. 

Comparing hazard rations, Strangfeld et al. reported a hazard ratio of 4.5 for lower GI 

perforations, for tocilizumab vs csDMARDs, and a hazard ratio of 1.0 when comparing TNFi 

to csDMARDs (111). We found a lower hazard ratio of 2.2 for tocilizumab vs TNFi. The higher 

hazard ratio in the study by Strangfeld et al. could be due to differential outcome ascertainment 

between treatment groups. In the German RABBIT registry, patients were prospectively 

followed by their treating rheumatologist who reported adverse events (including GI 

perforations) at regular intervals (111). Differential outcome ascertainment between treatment 

groups is possible if screening for GI complications was more thorough among tocilizumab 

treated patients, assumed to be at increased risk. In our study, outcome events were extracted 

from the NPR where data on GI perforations were routinely collected as patients visited 

hospitals or outpatient clinics, thus independently of exposure assignment by rheumatologists. 

It could be argued that decoupling treatment assignment from outcome reporting is closer to a 

blinded outcome assessment, even though the physicians recording and treating the outcome 

would have access to the patient’s treatment history. On the other hand, it can also be argued 

that severe adverse events such as GI perforations, that may require emergency medical care, 

are unlikely overlooked regardless of treatment. Our hazard ratio was similar to the hazard ratio 

of 2.5 reported by Xie et al. (113) but lower than the incidence rate ratio of 4.0 reported by 

Monemi et al. (112), both studies using US insurance claims data. 
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A subsequent study, which employed data from three prospective French RA cohorts, 

confirmed an increased risk of GI perforation among tocilizumab versus rituximab or abatacept 

initiators (275). Similar to Strangfeld et al. (111), outcome events in the French study were 

reported by patients and treating physicians, entailing a potential outcome ascertainment bias. 

Also similar to the German study, a blinded outcome adjudication step was included, probably 

explaining the lower rates of GI perforation compared to our study (275). Nonetheless, the 

adjusted hazard ratio comparing the incidence of GI perforations between tocilizumab and the 

pooled cohort of rituximab and abatacept was 2.9, which is similar to our hazard ratio of 2.2 

(considering that adjusted hazard ratios for abatacept and rituximab versus TNFi, which we 

used as reference, were close to 1 in our study). 

Heterogeneity of outcome definitions is not restricted to observational studies. One review 

found RCTs assessing GI toxicity end-points difficult to compare and advocated the 

harmonization of definitions (276). 

It is difficult to disentangle the etiological contribution of RA disease to GI complications from 

that of RA treatments, since virtually all RA patients undergo some therapy which could 

increase their risk of GI complications, and such treatments are not commonly used in the 

general population. However, comparing general population controls with RA patients, 

bionaïve or treated with different bDMARDs, and adjusting for sex, age and use of 

glucocorticoids before baseline, we did not observe a significantly higher incidence rate of GI 

perforations in other than the tocilizumab treated patients. This suggests that RA itself may not 

increase the risk independently of the treatment used. Two previous studies comparing the 

incidence of GI complications between RA patients and non-RA controls have reported an 

increased incidence among RA patients (85,86). The sex and age adjusted hazard ratio of 2.2 

for lower GI perforation reported in the first study would correspond to our observations 

considering that the study analyzed data before the approval of tocilizumab (85). The other 

study covers a period after the approval of tocilizumab and reported a hazard ratio of 1.3 among 

patients without glucocorticoid prescriptions and 1.6 among those with glucocorticoid 

prescriptions (86). None of these studies divided the RA cohort according to the DMARD 

treatment received. 

Finally, the biological mechanisms through which tocilizumab increases the risk of GI 

perforation remain incompletely understood, although some clues exist. Firstly, the expression 

of IL-6 is induced soon after GI injury as it is probably involved in wound healing by 

modulating angiogenesis and stimulating epithelial proliferation (277–279). Therefore, 

blocking IL-6 signaling in the early stage of acute injury could impair wound healing. 

Secondly, mice model experiments showed that IL-6 modulates colonic motility (peristalsis) 

(280,281). Increased intra-colonic pressure might favor diverticulitis (diverticular 

inflammation) and subsequent diverticular perforation by pushing the contents of the colon into 

diverticula (282). Finally, by reducing systemic inflammation it is possible that tocilizumab 

masks the early symptoms of diverticulitis, delaying diagnosis to the point of perforation. A 

small RCT found that IL-6 inhibition markedly improved clinical response and reduced the 



 

 71 

levels of inflammation markers but produced no changes in lesion healing compared to placebo 

in active Chron disease patients (283). 

6.2 STUDY II – COMPARATIVE EFFECTIVENESS OF BARICITINIB, 
TOFACITINIB AND BIOLOGICAL DMARDS IN RA 

In study two we compared the effectiveness of the JAKis baricitinib and tofacitinib with that 

of bDMARDs, for treating RA, and we observed higher drug retention and at least equivalent 

treatment response on baricitinib compared to bDMARDs, and no significant differences 

between tofacitinib and bDMARDs. 

The treatment response measures for Study II were chosen based on available data and in order 

to cover a wide range of disease parameters modifiable by treatment such as disease activity 

(DAS28, CDAI) and functionality (HAQ-DI). Certain domains, such a radiographic 

progression, were not covered by the available data, thus could not be used. As mentioned in 

Section 1.1, DAS28 includes laboratory values (acute phase reactants ESR or CRP) on which 

IL-6 inhibition has a strong effect (284), which is reflected in our findings. Since signaling via 

the IL-6 receptor is transduced by JAK isoforms 1 and 2, and both baricitinib and tofacitinib 

have relatively high affinity for JAK1 (baricitinib also for JAK2), it may be expected that JAKi 

have strong effect on acute phase reactants (ESR, CRP), similar to IL-6-receptor inhibitors 

(117,285). Our results showed that the effect on DAS28-ESR were significantly lower for the 

two JAKis compared to IL-6 receptor inhibitors. This could suggest nuanced modulation of the 

IL-6 signal-transduction pathway by JAKis compared to direct blockade of the IL-6 receptors 

achieved by tocilizumab and sarilumab. Potential further evidence in support of this hypothesis 

comes from lower a lower risk of gastro-intestinal perforations observed for tofacitinib 

compared to tocilizumab one another study (113). 

Crude one-year response proportions were lower on tofacitinib compared to baricitinib on all 

measures. However, in Sweden baricitinib is the preferred JAKi (mainly due to its lower price), 

tofacitinib being reserved for patients who failed several other b/tsDMARDs. In consequence, 

patients initiating tofacitinib may have a less tractable disease compared to those initiating 

baricitinib, showing poor treatment response. After adjustment for confounding (including line 

of therapy), there was no evidence of difference in EULAR good response or CDAI remission 

between the two JAKi. 

JAKi are expected to be effective as monotherapy, since they do not require the protection of 

an added csDMARDs against immunogenicity (i.e. antibodies generated against biological 

drugs) (40,117). However, we observed higher response proportions for tofacitinib in 

combination with csDMARDs versus monotherapy, confirming the findings of the ORAL-

STRATEGY trial (49). This may suggest a synergic effect. Conversely, one year response rates 

in our study were similar between baricitinib monotherapy and combination therapy and this 

is in line with findings from the RA-BEGIN trial (130). 

One important limitation of our study was the high proportion of missing outcome values 

despite measurement of disease activity within wide windows around baseline and end-points. 
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We used disease activity data from SRQ, which were not collected and recorded for the purpose 

of the study (secondary data), thus they were not collected at fixed time-points according to the 

study protocol, but at de facto clinical visits. To avoid potential selection bias from analyzing 

only observations with available outcome data, we imputed missing observations using 

multiple imputation. As explained in Section 4.2.6, multiple imputation relies on the 

assumption that, conditional on a certain set of variables, the missingness in the imputed 

variable is independent of the actual (unobserved) values of the variable. We imputed 

conditional on all variables included in the analysis, plus the on-drug indicator, assuming that 

this set is sufficient to achieve conditional random missingness. It may be reassuring that the 

results of a complete case analysis, conditional on all baseline covariates that were included in 

the multiple imputation models, produced similar results to analyzing the multiply imputed 

data. 

The binary one-year treatment response for patients who discontinued baseline treatment 

before evaluation was classified as a negative response (i.e. non-responder imputation), 

regardless of the reason for discontinuation (other than remission). The main reported reason 

was ineffectiveness for all compared treatments, however other reasons were not uncommon, 

with discontinuation due to adverse events being the second most common. While stopping the 

treatment because of adverse events may be conceptualized as ineffectiveness, stopping 

treatment due other reasons may not be. Thus, under non-responder imputation analysis, the 

true response proportions had all patients continued treatment to evaluation, would be 

underestimated and the relative effectiveness of treatments may be biased as well (201). To 

challenge this analysis, we also compared treatment responses only among patients who 

continued treatment to one-year. This favors treatments with high discontinuation rates, where 

only patients who remained on treatment (thus for whom treatment was effective) are kept in 

the analysis. Despite being biased in the opposite direction, this sensitivity analysis supported 

the conclusions of the main analysis, where baricitinib was at least equivalent to alternative 

treatments. The results at one year were also supported by the comparison of changes from 

baseline in 3 months in disease activity and disability, where few treatments had been 

discontinued and “non-responder” imputation was not applied. An alternative would be to use 

multiple imputation to impute the treatment response of patients who discontinued treatment. 

However, at least when treatment discontinuation was due to ineffectiveness the missing 

response is likely not missing at random. Regardless of conditioning on other variables, 

missingness likely depends on the value of disease activity, which is part of the response 

definition. For this reason, we preferred to restrict multiple imputation to imputing missing 

response among patients on treatment. 

As with all treatments, the foreseen benefits should outweigh the risks and for tofacitinib recent 

evidence suggests a dose response increase in the risk of major cardiovascular outcomes, 

venous thromboembolism and malignancy, in patients with high risk factors for cardiovascular 

disease (118,286). Safety warning have been applied to all JAKi and their use should be 

restricted to patients who did not respond to TNFi, which have more established safety profiles. 
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6.3 STUDY III – EMULATION OF THE SWEFOT TRIAL IN OBSERVATIONAL 
DATA 

According to the trial emulation framework (see Section 1.4), the design of any etiological 

observational study may benefit from paralleling a theoretical target trial. In study III we 

explicitly emulated an existing trial with the aim of assessing if the observational emulation 

would successfully replicate the (assumingly unbiased) trail results. SWEFOT was identified 

as a good target for emulation for two main reasons. First of all, SWEFOT was an open-label 

trial, meaning that patients and physicians were not blinded to treatment. Blinding of 

prescribers and patients is impossible to mimic in secondary observational data. Second, we 

had access to the register in which the trial was nested, that is SRQ, which contains data on 

disease activity, essential for assessing eligibility and treatment response the same way as in 

the trial. The emulation would have been more challenging if we had to measure treatment 

response by proxy. 

Nonetheless, even with access to similar data as collected in the trial, the SWEFOT protocol 

could not be perfectly emulated. During the feasibility assessment phase, we realized that some 

compromises had to be done to increase the size of the SSZ + HCQ cohort. In SWEFOT, 

participants randomized to receive added SSZ + HCQ over the ongoing MTX background were 

started on SSZ and HCQ simultaneously. In our emulation study we decided to allow sequential 

initiation of the two drugs, ensuring that the drug initiated first continued to be prescribed after 

initiation the second. Since the baseline was set at the initiation of the second drug in the 

combination, the use of the first drug before baseline may have introduced selection bias, as 

described in Section 4.2.3. Furthermore, immortal time bias may have been introduced by 

including in SSZ + HCQ cohort only patients who collected at least one prescription for the 

first drug after baseline (to ensure that the second drug was added over the first instead of a 

switch). In a sensitivity analysis we used a stricter definition for the SSZ + HCQ cohort in 

which SSZ and HCQ were only allowed to be initiated simultaneously. The effect estimate 

under this alternative definition was similar to the main analysis, but this does not necessarily 

prove that no bias was present under the main definition. It could be the case that the net bias 

was close to null due to biasing associations in opposite directions cancelling each other out. 

Nonetheless, it should be noted that 67% of the patients who initiated SSZ and HCQ according 

to the main definition initiated the drugs simultaneously. 

Several eligibility criteria were relaxed compared to SWEFOT. As described in Section 4.3.3, 

patients were allowed to have initiated MTX longer than one year after RA debut (as long as 

no other DMARDs were used) and we also allowed more variability in the length of time 

between MTX initiation and the initiation of the study treatments. Furthermore, no restriction 

was set on the amount of glucocorticoid used before baseline. 

Despite these deviations from the trial protocol, the main results of the emulation were similar 

to those of SWEFOT, with largely overlapping confidence intervals. Residual bias cannot be 
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excluded from observational studies, but in this case, broadly restricting the study sample to 

patients eligible for the target trial and having access to potentially important confounder data 

such as disease activity, may have reduced bias and we observed similar results to the target 

trail. 

When further relaxing eligibility criteria in sensitivity analyses, the results gradually diverged 

from the trial results. Allowing longer a longer RA duration at baseline and prior treatment 

with other DMARDs than MTX reduced response proportions and the contrast between 

treatments. Reduced responder proportions are expected if patients who have failed previous 

treatments are included (140). Reduced contrasts may be the result of effect modification which 

has been observed previously (153) but it may also reflect residual confounding since in our 

population there were few patients previously treated with non-MTX DMARDs in the SSZ + 

HCQ cohort, making adjustment for this important confounder difficult (see discussion about 

positivity in Section 4.2.5). 

Other observational studies confirmed the results of SWEFOT (151–154) but two blinded trials 

did not find TNFi (+ MTX) superior to SSZ + HCQ (+ MTX) (37,155). Other differences might 

explain the divergent results, such as analyzing data as intention-to-treat despite allowing 

treatment switches (37), but blinding might have contributed. 

Dismissing observational studies as biased when they obtain different results from RCTs may 

be contra productive when observational studies are compared to RCTs they were not designed 

to mimic. Using different populations, definitions and analyses would lead to different results 

even in the absence of bias. Many RCTs employ outcome measures that are not used in routine 

clinical practice, thus they are not accessible to observational studies. Different study 

populations, with different compositions of effect modifiers would lead to different average 

treatment effects. Last but not least, different causal estimands and statistical analysis could 

lead to different results (e.g. intention-to-treat versus per-protocol analysis). 

6.4 STUDY IV – GLUCOCORTICOIDS AND THE RISK OF SERIOUS 
INFECTIONS IN RA 

In line with previous observational studies, study IV showed that oral glucocorticoids are 

associated with an increased risk of serious infections, in a dose dependent manner, and that 

the strength of the association decreases over time. 

Nevertheless, it is difficult to compare the magnitude of absolute and relative risk estimates 

between studies, mainly due to the diverse ways in which exposure was measured and 

modelled, as well as due to differences in other study design elements, such as outcome 

definition or study populations. In a recent cohort study, George et al. reported one-year 

cumulative serious infections incidence proportions of 5.0%, 6.7%, 9.1% and 11.4% among 

Medicare RA patients exposed to no glucocorticoids, ≤ 5 mg/day, 5 to 10 mg/day, and >10 

mg/day respectively. This cohort consisted of older patients (mean age of 69 years) with a 

higher prevalence of diabetes (22%) and COPD (13%). In Optum, another US insurance claims 

database which contains younger (mean age of 58 years) and healthier (diabetes 14% and 
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COPD 6%) patients, the corresponding cumulative incidence proportions were 2.9%, 3.8%, 

6.1% and 9.1% (170). These was still higher than in our study where we estimated 1.8% among 

patients not exposed to glucocorticoids, 2.9% among patients exposed to ≤ 10 mg/day and 4.9% 

among patients exposed to > 10 mg/day at one year. However, the prevalence of diabetes in 

our cohort was around 6.5% and that of obstructive respiratory diseases of 3.5%. A younger 

RA population with more similar co-morbidity distribution to our study (mean age 56 years 

and prevalence of diabetes 6%), extracted from the UK CPRD database, was analyzed in a 

case-control study. The authors reported a serious infections odds ratio of 1.3 when comparing 

any glucocorticoid use versus no use between study entry and index-date. When dividing the 

study period into current (180 days before index date) and past, the odds ratios were 1.6 for any 

current use and 1.0 for any earlier use versus no use (86). Even though the glucocorticoid 

exposure history was modelled differently these results are comparable to our results. Our 

results also agree with the observation of Dixon et al. in that the association between 

glucocorticoids exposure and the risk of infection diminishes over time, approaching zero 

around one year before the time of risk evaluation (i.e. the index date in Dixon’s case-control 

study) (177).  

Compared to several of the previous studies (174,176–178), we observed a reduced contrast 

between the risk of serious infection under oral glucocorticoids exposure versus no exposure, 

especially at doses lower than 10 mg/day. The more appropriate adjustment for time-varying 

confounders via inverse probability weighting does not altogether explain these differences 

since we obtained similar results after conventional regression adjustment for baseline 

confounder values only. Two of these previous studies included older individuals (median of 

over 75 years compared to 63 years in our study), which may be an explanation (176,177). 

Recently published results from the GLORIA trial also support an increased risk of infections 

even for low dose prednisolone (5 mg/day) compared to placebo, among RA patients older 

than 65 years (287).  

The study of time-varying treatment histories requires the measurement of time-varying 

covariates to be used for bias adjustment. An important limitation of our study was the 

incomplete longitudinal data on DAS28 and HAQ-DI, which were measured at irregular 

intervals in clinical practice. The ideal method for dealing with missing data is multiple 

imputation, as described in Section 4.2.6, but this was not feasible in our large longitudinal 

data-set. Instead, we used the last observation carried forward (LOCF) approach and, in a 

sensitivity analysis, the missingness patterns approach. The MSM estimated using the 

missingness pattern approach was similar to that estimated using LOCF. A simulation study 

comparing different imputation methods in a setting with incomplete time-varying 

confounding affected by pervious treatment, showed larger bias for the missingness pattern 

approach compared to LOCF in the setting where missingness was influenced by the outcome. 

This is unlikely in our study where data were recorded prospectively (239). Under MCAR or 

MAR where covariate missingness was influenced only by treatment and other covariates, the 

bias in the results of the two methods was similar and rather low. Also, LOCF was only 



 

76 

moderately biased if covariates acted as confounders only where observed (i.e. under 

missingness pattern assumption) but the bias was higher if using the missingness pattern 

approach to analyze data generated under LOCF assumptions. Thus, the possibility of sparse 

time-updated covariate data in studies where data was not collected at fixed, regular time-points 

over follow-up makes the implementation of MSM challenging. 

Another limitation, this time related to analyzing time-varying data using MSM specifically, is 

the statistical inefficiency due to the possibility of obtaining extreme weights due to 

multiplication over many time-points (as shown in Figure 4.2.5.4). IPTW need to be updated 

every time when the exposure distribution changes. With very precise exposure information, 

changes may be observed daily or weekly. In a common dosing scheme employed when 

glucocorticoids are used as bridging therapy to cover the slow onset of csDMARD effects, 

glucocorticoids are introduced in a higher dose and then tapered over the course of a few weeks. 

For example, in the COBRA trial, the dose of glucocorticoid was reduced every week (288). It 

may not be feasible to divined a long follow-up into daily or weekly observations for each 

individual, and calculate IPTWs as products over hundreds of observations. Nonetheless, 

prescription data usually available to observational studies rarely contains such detailed 

information. As mentioned in Section 4.1, the PDR only contains dosing data in an optional 

free text field. Such data was missing for many prescriptions and was difficult to use. Instead 

we used the dispensed quantities of prednisone equivalents to estimate average daily doses over 

90-day periods, and we assumed that the daily dose remained constant for 90 days. This 

allowed a maximum of 12 follow-up episodes per individual. Acknowledging the imprecision 

of the average dose, we grouped the calculated daily doses in broader dose categories. 

Categorizing exposure also facilitated the use of logistic regression to estimate the probability 

of exposure conditional on covariate and exposure history (necessary for calculating the 

weights). 
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7 CONCLUSIONS, SIGNIFICANCE AND PERSPECTIVES 

The projects included in this thesis employed modern methods for etiological observational 

study design and data analysis to address several gaps in knowledge about the safety and 

effectiveness of novel RA treatments. 

The conclusions of each study as well as some possible directions for future research are 

presented in the sections below. 

7.1 STUDY I – BIOLOGICAL DMARDS AND THE RISK OF GASTRO-
INTESTINAL PERFORATIONS IN RA 

In the first study we identified an increased risk of lower GI perforations for tocilizumab 

compared to other bDMARDs. The absolute incidence rate remained low (bellow 5 events per 

1000 person-years) even for tocilizumab, but the risk is serious considering the potential severe 

sequela of GI perforation, thus patients for whom tocilizumab treatment is planned should be 

screened for additional risk factors (such as, history of diverticulitis, co-treatment with 

glucocorticoids and NSAIDs). The risk of lower GI perforations was higher among RA 

patients, whether treated with bDMARDs or with csDMARDs, compared to general population 

controls, but, after adjusting for the use of glucocorticoids before baseline, the risk remained 

significantly higher only for RA patients treated with tocilizumab. 

Despite heterogeneity in incidence rate point estimates, all observational studies published to 

this moment seem to agree that tocilizumab increases the risk of GI perforation compared to 

alternative bDMARDs and with csDMARDs. 

Sarilumab, a newer IL-6 receptor blocker approved in 2017, showed a lower incidence of GI 

perforations in an integrated analysis of RCTs compared to tocilizumab (1 event per 1000 

person-years vs 3 events per 1000 person-years) (109,289). This may be explained by the 

exclusion of patients with a history of diverticulitis from sarilumab trials, since the risk of GI 

perforations was known from tocilizumab, which was not the case in tocilizumab trials. 

However, it would be interesting for future observational studies to estimate the risk of GI 

perforations among patients treated with sarilumab in clinical practice, and to compare the risk 

with that of tocilizumab. If a true difference exists, this should be further pursued in preclinical 

experiments that could uncover mechanism behind it, and potentially lead to safer IL-6 

inhibitors. 

A better understanding of the role played by IL-6 in the intestinal homeostasis could further 

guide the treatment with tocilizumab. It has been suggested that the timing of tocilizumab 

administration relative to the phase of intestinal injury might be relevant, since IL-6 may be 

essential in regulating the healing process early after injury (277). Maybe blocking IL-6 

receptors later after the resolution of acute diverticulitis episodes could lessen the risk of 

perforation, hence allowing tocilizumab treatment in patients with a non-recent history of 

diverticular disease. On the other hand, one of the epidemiological studies discussed in 
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previous sections suggested that IL-6 blockade may also contribute to inducing diverticulitis, 

not only diverticular perforation among patients with existing diverticulitis (275). 

7.2 STUDY II – COMPARATIVE EFFECTIVENESS OF BARICITINIB, 
TOFACITINIB AND BIOLOGICAL DMARDS IN RA 

In the second study, baricitinib was at least as effective as bDMARDs for controlling RA, and 

potentially more effective than TNFi. Due to the limited use of tofacitinib for the treatment of 

RA in Sweden, our study was not suitably powered to compare this JAKi to alternative 

treatments. However, the adjusted results show no evidence of lower effectiveness compared 

to bDMARDs. 

The differences in average changes in disease activity (DAS28, CDAI) and functionality 

(HAQ-DI) at three-months compared to baseline showed a similar pattern to the differences in 

treatment response proportions at one year. However, this does not necessarily mean that three-

month improvements will predict one-year treatment responses. We have not explored this 

question in our study but it has been previously addressed for patients treated with bDMARDs 

(290–292). Based on the results of such studies, current treatment guidelines recommend the 

evaluation of improvements in disease activity after the first three months of treatment, to 

predict the likelihood of achieving remission or at least low disease activity (treatment target) 

by six months (33). Future studies could examine how continuing JAKi treatment after three 

months compares to switching to another therapy, among patients with different degrees of 

change in baseline disease activity after the first three months of JAKi therapy. However, 

considering the existing guidelines, it may be difficult to have observational data on patients 

who continued JAKi treatment after three months despite not achieving a high enough disease 

activity improvement by that time. 

When prescribing JAKi, their benefits, relative to alternatives, should be weighed against their 

risks, relative to alternatives. Recent results from a large phase IV (post-marketing) safety trial, 

the ORAL Surveillance, comparing tofacitinib to a TNFi (adalimumab or etanercept), showed 

an increased risk of major cardiovascular events and cancer associated with tofacitinib, for 

patients older than 50 years with an increased risk for cardiovascular events (286). An 

observational study found no differences in the incidence of cardiovascular events between 

tofacitinib and TNFi in a wider RA population, but obtained similar results to ORAL 

Surveillance when narrowing down the population to patients with an increased risk of 

cardiovascular events (293). The findings of ORAL Surveillance triggered regulatory 

responses amounting to tofacitinib as well as baricitinib and upadacitinib being recommended 

only after the failure of initial TNFi.(118) Considering the differential affinity to JAKi 

isoforms, the safety profiles of distinct JAKis may not be identical, thus future safety studies 

should confirm the ORAL Surveillance finding for baricitinib and other JAKis, and should 

further update the safety profiles of these new treatments. 
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7.3 STUDY III – EMULATION OF THE SWEFOT TRIAL IN OBSERVATIONAL 
DATA 

In the third study, we emulated the SWEFOT trial using observational data, and we obtained 

similar results. Comparing the addition of infliximab versus SSZ + HCQ over a background of 

MTX, among patients who did not respond to initial MTX therapy, the emulation showed a 

treatment response ratio of 1.48 versus 1.59 in the target trial, with broadly overlapping 

confidence intervals. These comparable results encourage the use of the trial emulation 

framework to generate real-world evidence that could complement RCT evidence. 

To complement existing RCT evidence, observational studies have to emulate target trials that 

have not been or cannot be conducted. However, novel observational results that have not been 

benchmarked against existing trial results may not be credible even if they were generated 

under the verified trial emulation framework. One strategy to overcome this confidence barrier 

could be to start by emulating an existing trial but then to expend the results of the trial by, for 

example, relaxing eligibility criteria to include patients treated in the real-world but excluded 

from the trial, by adding additional treatment arms or by extending follow-up beyond that of 

the trial.  

We consider it an advantage of our study to be able to conduct the emulation in the same 

register that the target trial was nested in (SRQ), which meant not only using the same source 

population (though in a different calendar period) but also having access to the same outcome 

measure and to baseline RA disease activity measures. Therefore, pragmatic trials nested in 

population registers may be ideal reference points to anchor observational studies conducted 

on the same registers. 

To conclude, the emulation trial framework could be one solution to improving the internal 

validity and transparency in reporting observational studies with the goal of rendering them 

reliable sources of evidence for regulatory and clinical decision making.  

7.4 STUDY IV – GLUCOCORTICOIDS AND THE RISK OF SERIOUS 
INFECTIONS IN RA 

Our fourth study confirmed a dose dependent increase in the risk of serious infections 

associated with the use of glucocorticoids in rheumatoid arthritis, as previously reported in 

other observational studies. Our results also indicate that, the risk of serious infection is 

associated not only with the current glucocorticoid dose but also with the cumulated quantity 

of glucocorticoids received within the most recent year, but not with earlier exposure. 

We expanded upon previous observational studies in several ways. First of all, we allowed 

exposure to vary over time, in order to explore the effects of different dose patterns. Second, 

we modelled the resulting time-varying treatment history in a flexible way, allowing for 

independent effects of exposure at different times within the treatment history. Third, we 

adjusted for time-varying confounding and selection bias using inverse probability weighting, 

which is preferred over conventional regression adjustment (see Section 4.2.5). Finally, we had 
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access to a broad range of time-updated individual patient information, including disease and 

medication history as well as RA disease activity, which we could use for bias adjustments. 

Nonetheless, as previously discussed, two important limitation of our data in the context of 

studying a time-varying exposure are the unstructured follow-up and poor information on the 

daily glucocorticoid dose. Ideally early RA patients would be included in a prospective cohort 

study in which they would be evaluated at fixed, regular time-points and their glucocorticoid 

treatment (and potentially other treatments) would be (re-)adjusted at each evaluation based on 

recorded patient characteristics. Such a study could be nested in SRQ where RA clinical 

parameters and treatment adjustments could be recorded for each visit, and the outcome could 

be obtained via linkage with the NPR, as in our study IV. 

To conclude, our findings from study IV support the current recommendations that 

glucocorticoids could be used to ease pain and inflammation, but for limited time and in the 

lowest dose effective (33,34). We estimated a relatively low increase in the cumulative 

incidence of serious infections when comparing the use of glucocorticoids in doses ≤ 10 mg 

(prednisone) /day for up to one year, compared to no use of glucocorticoids. This could 

motivate the focus of future research on low doses of glucocorticoids which may have 

acceptable benefit/risk ratios, at least for some patient groups. 

 

The results of the four studies, combined with existing evidence about the benefits and risks of 

available treatment options from RCTs and other observational studies, shall contribute to 

better informing clinical decision making and ultimately improving the life of RA patients. 
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