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POPULAR SCIENCE SUMMARY OF THE THESIS 

 

English 

DNA is the molecule containing all the genetic information an individual carries. It is found in 

the inner space of our cells, the so-called nucleus. A question arising, though, is how such a 2 

meter-long molecule can fit into the cell nucleus that has the size of a few micrometers (μm, 

10-6 m). That happens because DNA is organized in an extremely compacted way, under the 

form of a structure named as chromatin. However, the organization of chromatin in the three-

dimensional space of the nucleus is not random, but rather highly specific. In fact, decades of 

research have shown that the spatial organization of chromatin (or, the “nuclear architecture” 

as we could call it) plays a crucial role in determining which part of our genes is active or not; 

in other words, what part of our total DNA will be active at a certain time or stage of our life, 

or under certain conditions, such as a disease. This broad field of biology is called epigenetics 

and studies how the genetic information of a person collaborates with external, environmental 

stimuli in order to regulate gene expression, i.e. the activation of specific genes they carry. In 

simple terms, we could say it’s the study of how our environment and way of life can affect 

our genes and potentially cause a disease. 

In the research covered by this thesis, we have uncovered a new molecular mechanism, 

previously unknown in humans, by which the nuclear architecture conspires with an external 

signal in order to regulate the activation of an important gene, strongly involved in cancer, and 

named as “MYC”. This mechanism seems to be present in cancer cells, but not in healthy cells, 

and is widely known as “gene gating”. More specifically, cancer cells manage to increase the 

expression of MYC gene and survive, by recruiting this gene to specific structures of the 

nuclear membrane called nuclear pores. In this way, the mRNA molecules produced from the 

transcription of MYC are exported quickly to the cytoplasm and thus, are protected by the rapid 

degradation taking place in the nucleus of the cells. That ultimately leads to high levels of MYC 

protein, compared to healthy cells. 

Moreover, we were able to identify the molecular factors (or, “key players”) involved in this 

process, as well as provide the first genetic evidence of its existence in humans. The discovery 

of such a mechanism playing a key role in cancer, or even in the initiation of it, can help us to 

better understand how this complex disease works and therefore, come up with new potential 

therapeutic targets for cancer treatment. Finally, the new knowledge provided by this research 

could set the ground for the application of new strategies to fight against cancer. 

 

 

 



 

 

Ελληνικά 

Το DNA είναι το μόριο που εμπεριέχει όλη τη γενετική πληροφορία που φέρει ένα άτομο. 

Βρίσκεται στον εσωτερικό χώρο των κυττάρων μας, στον αποκαλούμενο πυρήνα. Ένα 

ερώτημα που προκύπτει, ωστόσο, είναι το πώς ένα τέτοιο μόριο μήκους περίπου 2 μέτρων 

μπορεί να χωρέσει στον πυρήνα του κυττάρου που έχει μέγεθος μερικών μόνο μικρομέτρων 

(μm, 10-6 m). Αυτό συμβαίνει διότι το DNA είναι οργανωμένο με έναν ακραία συμπαγή τρόπο, 

υπό τη μορφή μίας δομής που ονομάζεται χρωματίνη. Ωστόσο, η οργάνωση της χρωματίνης 

στον τρισδιάστατο χώρο του πυρήνα δεν είναι τυχαία, αλλά ιδιαίτερα συγκεκριμένη. Για την 

ακρίβεια, δεκαετίες ερευνών έχουν δείξει ότι η χωρική διάταξη της χρωματίνης (ή, η 

«αρχιτεκτονική του πυρήνα», όπως θα την αποκαλούσαμε) παίζει πολύ σημαντικό ρόλο στον 

καθορισμό του ποιο μέρος των γονιδίων μας είναι ενεργό ή όχι -με άλλα λόγια, ποιο κομμάτι 

του συνολικού μας DNA θα είναι ενεργό μία δεδομένη χρονική στιγμή ή στάδιο της ζωής μας, 

ή υπό συγκεκριμένες συνθήκες, όπως μία ασθένεια. Αυτό το ευρύ πεδίο της βιολογίας 

ονομάζεται επιγενετική και μελετά το πώς η γενετική πληροφορία ενός ατόμου συνεργάζεται 

με εξωγενή, ερεθίσματα του περιβάλλοντος με σκοπό να ρυθμίσει τη γονιδιακή έκφραση, δηλ. 

την ενεργοποίηση συγκεκριμένων γονιδίων που αυτό φέρει. Με απλά λόγια, θα μπορούσαμε 

να πούμε πως είναι η μελέτη του πώς το περιβάλλον και ο τρόπος ζωής μας μπορούν να 

επηρεάσουν τα γονίδιά μας και ενδεχομένως να προκαλέσουν μία ασθένεια. 

Στην έρευνα που καλύπτει η παρούσα διατριβή έχουμε ανακαλύψει έναν νέο μοριακό 

μηχανισμό, μέχρι πρότινος άγνωστο στους ανθρώπους, με τον οποίο η αρχιτεκτονική του 

πυρήνα συνεργάζεται με ένα εξωγενές ερέθισμα με σκοπό να ρυθμίσει την ενεργοποίηση ενός 

σημαντικού γονιδίου, έντονα εμπλεκόμενου στον καρκίνο, και το οποίο ονομάζεται «MYC». 

Αυτός ο μηχανισμός φέρεται να είναι παρών στα καρκινικά κύτταρα, αλλά όχι στα υγιή 

κύτταρα, και είναι ευρέως γνωστός ως «γονιδιακή πύλη (gene gating)». Πιο συγκεκριμένα, τα 

καρκινικά κύτταρα καταφέρνουν να αυξάνουν την έκφραση του γονιδίου MYC και να 

επιβιώνουν, μέσω της μετακίνησης αυτού του γονιδίου σε ειδικές δομές της πυρηνικής 

μεμβράνης που ονομάζονται πυρηνικοί πόροι. Κατ’ αυτό τον τρόπο, το μόρια του 

αγγελιαφόρου RNA (mRNA) που παράγονται από την μεταγραφή του MYC εξάγονται ταχεία 

στο κυτταρόπλασμα και επομένως, προστατεύονται από την γρήγορη αποικοδόμηση που 

λαμβάνει χώρα στον πυρήνα των κυττάρων. Αυτό τελικά οδηγεί στην παρουσία υψηλών 

επιπέδων πρωτεΐνης MYC, σε σχέση με τα υγιή κύτταρα. 

Ακόμη, μπορέσαμε να ταυτοποιήσουμε τους μοριακούς παράγοντες (ή, «παράγοντες-

κλειδιά») που εμπλέκονται σε αυτή τη διαδικασία, καθώς και να παράσχουμε την πρώτη 

γενετική ένδειξη της ύπαρξής της στον άνθρωπο. Η ανακάλυψη ενός τέτοιου μηχανισμού που 

παίζει σημαντικό ρόλο στον καρκίνο, ή ακόμη και στην έναρξη αυτού, μπορεί να μας βοηθήσει 

να κατανοήσουμε καλύτερα το πώς λειτουργεί αυτή η πολύπλοκη ασθένεια και επομένως, να 

βρούμε νέους πιθανούς θεραπευτικούς στόχους για αντι-καρκινική αγωγή. Τέλος, η νέα γνώση 

που παρέχεται από την παρούσα έρευνα θα μπορούσε να θέσει τα θεμέλια για την εφαρμογή 

νέων στρατηγικών καταπολέμησης κατά του καρκίνου. 



 

 

Svenska 

DNA är molekylen som innehåller all genetisk information som en individ bär på.  Den hittas 

innerst i våra celler, i den så kallade kärnan.  En fråga som man kan ställa sig är dock, hur kan 

en 2 meter lång molekyl få plats i cellens kärna som har storleken bara några få micro meter 

(μm, 10-6 m). Detta kan ske på grund av att DNA är organiserad på ett extremt kompakt sätt, 

under formen av en struktur som heter kromatin. Emellertid är inte organisationen av det tre 

dimensionella rummet av kärnan slumpartad, utan faktiskt väldigt specifik. Faktum är att 

årtionden av forskning har visat att organisation av kromatin (eller, ”kärnans arkitektur” som 

man kan kalla det) spelar en viktig roll i att bestämma vilken del av våra gener som är aktiva 

eller inte, med andra ord; vilken del av hela vårt DNA kommer vara aktiv under en specifik del 

av våra liv, eller under speciella förhållanden så som vid sjukdom. Det här stora fältet av biologi 

kallas för epigenetik och här studerar man hur den genetiska informationen från en person 

samarbetar med externa miljöer. Med stimulans kan man reglera och aktivera för att se aktivitet 

i gener man bär. I enklare termer, kan man säga att det är en forskning där man kan se hur vår 

miljö och hur vårt sätt att leva, kan påverka våra gener och potentiellt orsaka en sjukdom.  

I forskningen med utgångspunkt av denna tes, har vi upptäckt en ny molekylär mekanism som 

hittills varit okänd hos människan. Kärnans uppbyggnad konspirerar med en extern signal för 

att reglera aktiveringen av en viktig gen som är starkt förknippad med cancer. Den heter 

”MYC”. Den här mekanismen verkar finnas i cancer celler men inte i hälsosamma celler. De 

är mest kända som ”gene gating”. Mer specifikt kan man säga att cancerceller klarar av att öka 

uttrycket av MYC genen och överleva genom att rekrytera denna gen till specifika strukturer 

av kärnans membran som kallas för porer. På detta sätt kommer mRNA molekyler 

producerades av transkriptionen av MYC, att snabbt exporteras till cytoplasman. Denna är 

skyddad av den snabba degradering som sker i cellens kärna. Detta leder till slut till högre  

nivåer av MYC protein, jämfört med hälsosamma celler. 

Utöver detta klarade vi av att identifiera de molekylära faktorerna (eller, ”nyckel spelarna”) 

som är involverade i denna process. Men även bidra till det första genetiska beviset på dess 

existens i människan. Upptäckten av en sån mekanism som har en nyckelroll inom cancer, även 

i ett tidigt stadie, kan hjälpa oss bättre förstå hur denna komplexa sjukdom fungerar och genom 

det upptäcka nya potentiella terapeutiska mål för cancer behandlingar. Till slut; Denna nya 

kunskap som upptäckts genom denna forskning, kan bana väg för nya strategier och 

tillämpningar i kampen mot cancer. 

  



 

 

ABSTRACT 

 

This thesis uncovers how chromatin organization conspires with nuclear architecture and 

environmental stimuli in order to regulate gene expression in disease and particular, in cancer. 

In Paper I, we have unraveled a mechanism of oncogenesis, previously unknown in humans, 

and widely known as gene gating. Specifically, we have shown that in human colon cancer 

cells (HCT116) the oncogenic super-enhancer (OSE) of MYC increases its expression levels 

post-transcriptionally, by tethering MYC to the nuclear pore complex (NPC). This process 

facilitates the export of MYC transcripts to the cytoplasm and enables them to escape the rapid 

decay taking place in the nucleus. This phenomenon does not seem to be present in the healthy 

counterparts of these cells, human colon epithelial cells (HCECs), indicating that this is a 

unique feature of cancer. Moreover, our findings show that this mechanism is mediated by 

AHCTF1 (also known as ELYS): a mobile nucleoporin, part of the NPC, that binds on 

chromatin. Finally, it is also regulated by the canonical WNT signaling pathway and the 

complex formation between TCF4 and β-catenin, as shown by the use of the inhibitor BC21. 

In Paper II, we have further explored the molecular factors involved in the gating of MYC, as 

well as provided the first genetic evidence of this mechanism in humans. More precisely, by 

using CRISPR-Cas9 genetic engineering we generated two different clones with a mutated 

CTCF binding site (CTCFBS) within the OSE and showed that their inability to efficiently 

bind CTCF is associated with reduced MYC mRNA export. In addition, this process confers to 

the wild type cells a growth advantage over the mutant cells and requires the canonical WNT 

signaling pathway for the recruitment of the OSE from intra-nucleoplasmic positions. Our 

findings furthermore indicate that once the OSE has reached a peripheral position (<0.7um), 

the CTCFBS-mediated CCAT1 eRNA activation takes place and promotes the recruitment of 

AHCTF1 to the CTCFBS. That will ultimately lead to the efficient tethering of MYC to the 

nuclear pores and its subsequent gating, whilst pointing out the existence of a novel WNT/β-

catenin-AHCTF1-CTCF-eRNA circuit in the regulation of pathogenic MYC expression. 

In summary, the findings covered by the present thesis provide new insights in the regulation 

of oncogenic MYC expression by the 3D nuclear architecture and widen our understanding on 

the processes underlying tumor development. Such knowledge can improve the diagnosis, as 

well as potentially contribute to the identification of new therapeutic targets in cancer therapy. 
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PRC2 
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Polyadenylate-Binding Nuclear Protein 1 
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Protospacer Adjacent Motif 
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Poly(ADP) Ribose Polymerase 1 

Poly(ADP)ribosylation 

Phosphate-Buffered Saline 
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Protein Phosphatase 2A 

Protein Regulator of Cytokinesis 1 

Polycomb Repressive Complex 2 
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RIC-seq 
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RNA 
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RT 
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Ser33/37/45 
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SNHG15 

snRNPs 
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SRp20 
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Sentrin-specific protease 1/2 
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Single guide RNA 

Small interfering RNA 
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Small Ubiquitin-like Modifier modification 

Switching (SWI) and sucrose non-fermenting (SNF) factors 

Threonine 58 
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TCF4 
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TF 
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Transcription Factor 4 
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Transcription Factor 

Transcription factor II Human 
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Thr41 
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TREX, TREX-2 

tRNAs 
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Transposase 5 
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Translocated promoter region 

TRanscription and Export protein, 2 

Transfer RNAs 

Trithorax/Mixed Lineage Leukemia 
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Untranslated Region 

Wingless/Integrated 
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Wild Type 

Xrn2 5'-3' Exoribonuclease 2 
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1 INTRODUCTION 

 

1.1. Introduction to Epigenetics 

 

1.1.1. Canalization and plasticity in development 

Life in nature is not static. Organisms tend to adapt to environmental changes by sensing and 

responding to external cues. The same genetic background can thus give rise to distinct 

phenotypes based on the internal and external stimuli they are exposed to1,2. The short-term 

impact of the environment on the phenotype of an individual is mainly regulated by certain 

mechanisms that represent a regulatory layer on top of the genetic material. Such mechanisms 

are called epigenetic and the broader field of biology studying these processes is termed 

epigenetics. Phenotypic differences between monozygotic twins3 and the different castes in the 

societies of individual honeybee colonies4 are typical examples of epigenetic regulation in 

nature. 

Conrad Waddington5 was the first to describe the effect of epigenetics on the phenotype in his 

famous epigenetic landscape model. According to this model, an embryonic stem cell can 

initially differentiate to any cell type through a canalization process. However, once it has 

entered into a certain canal, the cell fate choices it can make become more and more restricted 

during the process of differentiation, reaching finally an ultimate cell state representing a 

mature cell type. In other words, regulators of differentiation during development act like a 

gravitational force driving a rolling ball to the bottom level of a sloping surface. Waddington 

thus defined canalization as a process ensuring that a cell would robustly follow a path to a 

distinct mature cell fate despite being exposed to variable conditions in its environment. He has 

also introduced the term developmental plasticity that refers to the ability of the genotype to 

give raise to different cellular phenotypes and support transitions between different cellular 

differentiation stages and adaptation. Waddington thus recognized the necessity of a regulatory 

layer that enables communication between the genotype and the environment and termed it 

epigenetics. He suggested that epigenetic principles underlie developmental plasticity and 

contribute to canalization. Research during the recent decades has explored the molecular basis 

of epigenetic mechanisms and uncovered that alterations in the regulation of the epigenome 

contribute to divergence from normal development towards diseases, such as cancer. 

 

1.1.2. Primary chromatin fibre and epigenetic modifications 

Although they may seem as two opposing concepts, canalization and plasticity during 

development have been suggested to represent two sides of the same coin6 and being regulated 

by chromatin, constituting complexes between DNA and proteins. Briefly, a primary chromatin 

fibre consists by a number of nucleosomes, whose main core is formed by an octamer of four 

different histone proteins (H2A, H2B, H3 and H4) wrapped within 147 bp of DNA. Linker 
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DNA sequences connect nucleosome cores to each other, giving an average nucleosome length 

of approximately 200 bp7. 

Mitotically heritable chromatin modifications that regulate gene expression patterns but do not 

alter the DNA sequence itself are termed epigenetic marks and include DNA methylation, post-

translational histone modifications, binding of chromatin architectural proteins and non-coding 

RNAs8,9. Activating histone modifications, such as acetylation of H3 and H4 and methylation 

of H3K4 (ex. H3K4me3)10 increase the probability of gene activation by making the underlying 

DNA accessible to the transcriptional machinery. Conversely, the accumulation of repressive 

histone marks, such as H3K9me2/3 and H3K27me310, promote gene silencing by creating a 

compact and inaccessible chromatin structure. Decades of studies have shown that the 

combination of different histone modifications could potentially expand strongly the 

information provided by the genetic code8. However, apart from defining different states of 

gene expression, the specificity of histone modification patterns is often used to identify DNA 

regulatory elements as well. For instance, active gene promoters are generally characterized by 

H3K4me3 11, while H3K36me3 can usually be found in actively transcribed gene bodies12. 

 

 

Figure 1: Regulated Noise in a Dynamic Epigenetic Landscape. Left panel: the classical Waddington representation of 

canalization. Right panel: the model suggested by Pujadas and Feinberg, in which the effects of transcriptional noise are 

modulated during development and in response to environmental signals. Red circles: chromatin modifications; Green: lamin 

proteins; Red pentagon: chromosome interactome mediators. Reprinted under the Creative Commons Attribution 4.0 

International License, https://creativecommons.org/licenses/by/4.0/, by Cell, (2012), 1123-1131, 148(6). Elisabet Pujadas and 

Andrew Feinberg. Regulated Noise in the Epigenetic Landscape of Developmentand Disease. 

 

1.1.3. Stochasticity in epigenetic states 

Even though Waddington hypothesized the existence of epigenetic regulation, he also 

postulated that the surface of the landscape that directs cell differentiation is determined mainly 

https://creativecommons.org/licenses/by/4.0/
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by genes6. Building on his metaphor, in 2012 Pujadas and Feinberg suggested a new model, in 

which epigenetic mechanisms would shape the surface of Waddington’s landscape in part by 

regulating the level of stochastic fluctuations in gene expression, in a differentiation stage-

specific manner6. According to this model, the epigenome thus does not only influence the 

mean level of gene expression, but, at the same time, also fine-tunes the level of gene 

expression variability to thereby facilitate or counteract noise-induced transitions between 

different cell states and thus, the control of differentiation potential. Alterations in the depth of 

the hills and valleys and the formation of canals are thus suggested here to be partially dictated 

by changes in chromatin conformations and to be under developmental control (Figure 1). 

 

1.2. Nuclear architecture and chromatin organisation in 3D 

 

1.2.1. The role of the nuclear architecture in the regulation of gene expression 

The mechanisms by which chromatin regulates the level of transcriptional noise are not 

completely understood. However, it has been proposed that the architecture of the nucleus 

intertwined with the 3-dimensional (3D) folding of the genome plays important roles in this 

process6,13. The organization of chromatin in the 3D space of the nucleus is thus neither random 

nor static, but rather highly dynamic with functional consequences on nuclear functions. In the 

interphase nucleus, chromosomes fold and occupy distinct territories, known as chromosomal 

territories (CT)14,15. Although chromosomes can extensively intermingle with each other, 

chromosomal neighborhoods have been observed to have tissue- and cell-type specific 

preferences16. Furthermore, chromosomes display a radial organization in the nucleus17. In 

differentiated cells, silenced chromatin and gene-poor regions tend to occupy the space near 

the nuclear periphery or the nucleolus, which are generally characterized as repressive 

environments18,19. Conversely, gene-rich regions and transcriptionally active genes tend to be 

positioned in the interior of the nucleus where the majority of transcription factories and nuclear 

speckles are localized, providing an environment rich in factors organizing the transcriptional 

and splicing machineries20. The regions of the genome that localize to the lamina or the 

nucleolus are known as lamina-associated domains (LADs) or nucleolus-associated domains 

(NADs), respectively. LADs contain not only the constitutively silenced and AT-rich regions 

of the genome, which are called cell type-independent or constitutive LADs (cLADs), but also 

developmentally repressed genes, termed as facultative LADs (fLADs). In mammals, LADs 

are covering almost 40% of the genome and their size can vary from 10 Kbp to 10 Mbp 21. The 

LADs in differentiated cells overlap to a large extent with long regions enriched in the 

repressive H3K9me2 marks, termed as H3K9me2 Large Organized Chromatin K9 

modifications (H3K9me2 LOCKs)22. Although the spatial separation between transcriptionally 

permissive and repressive chromatin environments is quite apparent in differentiated cells, the 

mechanisms underlying this process and its consequences on gene expression are poorly 

understood. However, given that chromatin marks are reversible, separation between active 
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and inactive modifications has been suggested to decrease the level of stochastic fluctuations 

in chromatin modifications and thereby expression noise6,13. 

 

1.2.2. Nuclear pores, transcriptional memory and 3D genome organization 

Localization of genomic loci to the lamina has not only been linked to the formation of 

repressive transcriptional memory during cell differentiation, but has also been implicated in 

the rapid activation of inducible genes in response to environmental signals23–27. This process 

takes place in certain structures embedded in the nuclear envelope and known as nuclear pores. 

Nuclear pores are large (50 to 125 MDa, depending on the species) multi-protein complexes, 

known as nuclear pore complexes (NPCs), which consist of about 30 different proteins termed 

nucleoporins or Nups28 (Figure 2). A subset of these proteins is anchored permanently at the 

nuclear membrane and called “Poms”, while the majority of them are soluble peripheral 

proteins28. The NPC is composed by two main structures: the cytoplasmic filaments forming 

the cytoplasmic side of nuclear pores and the basket-like structure formed by the proteins 

residing only at the nuclear side of the NPC. Its shape is characterized by an 8-fold rotational 

symmetry and contains at least eight copies of each Nup (500-1000 individual proteins in 

total)28–34. Moreover, instead of being continuously embedded at the NPC, some nucleoporins 

like AHCTF1/ELYS have been found to demonstrate extensive mobility within the nucleus; a 

characteristic that could attribute new interest regarding their role35. In addition to its mobility, 

AHCTF1 has also been shown to both interact with chromatin and function as a key organizer 

of the pre-nucleopore complex36. 

Beyond the regulation of nucleo-cytoplasmic transport, nuclear pores have been reported to 

involve more functions, including RNA processing and control, DNA repair, as well as 

regulation of 3D genome organization and gene expression37. In addition, nucleoporins have 

been participating in the regulation of phenotypic plasticity in response to environmental 

stimuli, and the regulation of pluripotency and differentiation24,27. 

Such features have been attributed to the ability of nucleoporins to bind a variety of genes and 

regulatory elements in Drosophila and mammalian cells, leading to either activation or 

repression events21,37,38. A nucleoporin widely studied in the regulation of gene expression is 

represented by NUP9823. ChIP-seq analysis thus revealed that NUP98 binds to active 

developmentally regulated genes during the differentiation of human embryonic stem cells25. 

This observation is in line with previous studies in Drosophila showing that Nup98 associates 

with several active genes, including Hox genes39. The recruitment of Nup98 to those genes is 

facilitated by the interaction between Nup98 and the histone-modifying complexes MBD-

R2/NSL and Trx/MLL, highlighting the involvement of this nucleoporin in epigenetic 

modulation37,39. Other nucleoporins in Drosophila, notably Nup50 and Nup62, interacted with 

transcriptionally active genes mainly involved in developmental regulation and cell cycle23. Of 

considerable interest, NUP50 seems to play a similar role in humans as well, as this highly 

mobile nucleoporin associates with sites of active transcription marked by RNA Polymerase II 
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in myoblasts to contribute to myotube differentiation40. However, the mechanism(s) by which 

NUPs and NPCs might contribute to gene activation is not completely understood. 

 

 

Figure 2: Structure and components of the Nuclear Pore Complex. Reprinted under the Creative Commons Attribution 4.0 

International License, https://creativecommons.org/licenses/by/4.0/, by Cell (2016), 1162-1171, 164 (6). Kevin 

E.Knockenhauer, Thomas U.Schwartz. The Nuclear Pore Complex as a Flexible and Dynamic Gate. 

 

Apart from gene activation, the role of NUPs in the formation of silent chromatin and 

transcriptional repression has been well-established21. For example, NUP153 has been recently 

reported to play a key role in the control of pluripotency in mouse embryonic stem cells 

(mESCs) by inducing the recruitment of the Polycomb-repressive complex 1 (PRC1) to a 

subset of developmental genes to maintain their repression27. Similarly, NUP155 was found to 

physically interact with another repressive chromatin modifier, HDAC4, in cardiomyocytes41. 

In fact, it was proposed that HDAC4 regulates gene expression by altering the chromatin 

association of NUP155 at certain genes, implying that NUP155-chromatin interaction might 

be necessary for HDAC4-mediated repression. Moreover, ChIP-chip analysis of NUP93 

chromatin binding in HeLa cells showed that the genome-wide binding sites of this nucleoporin 

are enriched in silent histone methylation marks42. Finally, an example demonstrating that 

certain nucleoporins are involved in both transcriptional activation and repression is provided 

by NUP98 in Drosophila23. DNA adenine methylation Identification (DamID) analysis thus 

https://creativecommons.org/licenses/by/4.0/
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classified the genomic regions bound by Nup98 into off-pore and on-pore groups. While the 

first group was mainly associated with actively transcribed genes, the latter group was enriched 

in transcriptionally inactive regions of the genome, including chromatin insulator-binding 

sites43. In conclusion, these observations together seem to point towards the general hypothesis 

that nuclear pores might have dual roles in transcriptional regulation to potentially provide a 

platform for the transitions between different transcriptional states. 

Recently, an increasing number of studies has implicated NUPs in the formation of 

transcriptional memories, not only in yeast, but also in mammalian cells. For example, 

Interferon gamma (IFN-γ)-inducible genes maintain their transcriptional memory via the 

persistent acquisition of H3K4me2 marks at their promoters, linked to the recruitment of 

nucleoplasmic NUP98 and a poised RNA Polymerase II 26. Similarly, a variant transmembrane 

nucleoporin Pom121 (sPom121) does not localize to the nuclear pores, but instead interacts 

with nucleoplasmic NUP98 at the promoters of its target genes and controls the initiation of 

their transcription in human cells44. 

Overlayered on these observations, chromatin organization within the 3D space of the nucleus 

can contribute to the formation of transcriptional memories. In yeast, this is exemplified by the 

formation of chromatin loops between the promoters and terminators of certain genes; a 

configuration that facilitates transcriptional re-initiations45. Intriguingly, the formation of such 

gene loops involves NUPs while tethering one or both gene ends at the NPC46. Moreover, 

analysis of the promoters in a group of induced yeast genes with transcriptional memory 

identified a DNA motif that drives gene-specific inter-chromosomal clustering at nuclear 

pores47. Tethering of chromatin to the nuclear pores in Drosophila seems to be regulated by a 

negative loop formed by Nup155 and Nup93 48. These two nucleoporins recruit Nup62 at the 

NPC in order to suppress excessive chromatin tethering by Nup155, thereby controlling large-

scale chromatin organization at the nuclear pores. Taken together, these studies implicate NPCs 

as direct mediators of the 3D folding of the genome to provide a platform promoting 

transcriptional activation even in the repressive environment of the nuclear periphery45,49. 

However, far less is known about the role of NUPs and NPCs in the 3D organization of the 

mammalian genome. 

 

1.2.3. The gene gating principle 

In 1985 Guenter Blobel suggested that nuclear pores may participate in the regulation of gene 

expression at the post-transcriptional level, by coordinating mRNA expression, processing and 

nuclear export in yeast50. This process, termed gene gating, has gained support through the 

years, not only in yeast, but also in Drosophila and C. elegans28,51,52. However, it still remains 

unknown whether such a mechanism takes place in humans, even though multiple reports 

support a novel role of nucleoporins and NPCs in the regulation of a variety of nuclear 

processes also in mammalian cells53. A fundamental difference between mammalian and 

yeast/Drosophila nuclei is represented by the nuclear volume, as well as a much higher 
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sequence complexity. Gene gating involves, not only the recruitment of inducible genes to the 

nuclear pores, but also the facilitated and rapid export of their transcripts to the cytoplasm. In 

that context, several questions arise, such as how this principle would negotiate the 

dramatically increased nuclear volume, what are the molecular factors that might coordinate or 

be part of this process and whether this phenomenon could be regulated by external stimuli, 

like signaling pathways and circadian rhythm. Finally, it is still an enigma whether this process 

involves a certain number of genes or it would be rather genome-wide. 

 

1.2.4. Transcription, mRNA export and degradation machinery 

A potential gene gating mechanism would likely need to be tightly inter-connected with the 

mRNA processing and export machineries. Another key question addresses how such a link 

with escape degradation processes. 

During elongation of transcription by the RNA Polymerase II complex, a pre-mRNA molecule 

is produced. During this process, various proteins, such as SR proteins and snRNPs, rapidly 

associate with it, in a highly ordered assembly manner29. This results in the generation of a pre 

mRNA-protein complex termed pre-mRNP. The structure of pre-mRNPs continuously changes 

while new proteins and additional mRNA from the ongoing transcription are associated to the 

complex. The associated proteins of an mRNP are crucial, since they can define many aspects 

of its fate, such as export and localization in the cytoplasm, coupling with the translation 

machinery, stability and degradation. The conventional consensus is that once the mRNP is 

released from its gene, it enters the interchromatin compartment and moves by diffusion. 

Subsequently, mRNPs which are export competent dock at the NPCs and are exported to the 

cytoplasm. 

1.2.4.1.  Regulation of transcription 

The nuclear compartmentalization creates microenvironments that can profoundly influence 

the coordination, efficiency and regulation of transcription54. It is generally believed that the 

RNA molecules play a role in the formation of these compartments, since they are able of 

attracting and maintaining freely diffusible components from the nucleoplasmic pool, resulting 

in reversible membrane-free structures, called droplets55–57. Therefore, such nuclear 

compartments generally form at active genes, which moreover may constitute transient 

microenvironments favourable for mRNP formation. Prior to transcriptional activation, the 

chromatin is extensively unfolded and modified, enhancing their abilities to screen their 

neighborhood to form loop structures. This may subsequently lead to transient physical 

proximity of the transcribed genes and their enhancers, resulting in statically assembled 

structures, known as transcription factories58. However, it still remains unclear what is the exact 

role of chromatin movements in the regulation of transcription, as well as what is the functional 

significance of the establishment of such a microenvironment for transcription. 
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As the transcription occurs, multiple proteins bind the newly synthesized transcript, leading to 

the pre-mRNP assembly. It has been suggested that the RNA Pol II elongation complex, and 

the C-terminal domain (CTD) of its largest subunit in particular, plays a key role here by 

coordinating the interactions between the transcript and specific proteins59. These features 

coordinate the relationship between the chromatin structure and the transcription rate to 

subsequently influence splice site choices60,61. Overlayered on these principles, the deposition 

of histone variants and nucleosome density can regulate the movement of RNA Pol II during 

transcription62, while histone modifications can influence both transcriptional rate and the 

recruitment of splicing factors63,64. These complex scenarios are further compounded by the 

observations that small and long non-coding RNAs might play a crucial role in local alterations 

of chromatin modifications that can affect the splicing pattern65. 

1.2.4.2.  Pre-mRNA processing at the gene 

Pre-mRNA molecules are submitted to several steps of processing during and after 

transcriptional termination. During transcription, they start folding in alternative ways, 

following energy rules66,67, in manners that can affect their interactions with trans-acting 

factors, and the transcription rate68,69. While the pre-mRNA is still associated with its template, 

capping enzymes recognize its 5’ end and the nuclear cap-binding complex proteins bind to the 

cap forming the CBC 70, which will later be involved in the initial translation at the cytoplasm71. 

After the capping and while the pre-mRNA is still transcribed, the spliceosome assembly takes 

place in order to perform intron excision72. During splicing, introns are removed in an overall 

5’ to 3’ end order, but not all introns are excised while associated with their templates. Some 

pre-mRNAs lose their introns at the interchromatin instead73,74 and this variation could reflect 

differences in splicing kinetics, alternative splicing regulation and the length of the gene73,75. 

Another crucial step is the binding of SR proteins, which is partially sequence-specific. The 

phosphorylation of these factors is important for their recruitment to the pre-mRNA and their 

presence is necessary for constitutive splicing, while they can also affect alternative splice site 

choices76. SR proteins are important for efficient export too, since they serve as export adaptors 

for NXF1, which is the main mRNP export receptor. Finally, they can also regulate 3’ 

processing of pre-mRNAs, translation initiation and mRNA stability. The last step of splicing 

involves the deposition of the EJC core at exon-exon junctions. The EJC core itself plays a 

central role in several post-transcriptional procedures77,78, by controlling the recruitment of 

different proteins, such as export adaptors, translation initiation factors, as well as the 

constitution of a functional nonsense-mediated decay (NMD) complex. 

Apart from capping and splicing, most mRNAs are cleaved and polyadenylated. This process 

is performed by the 3’ cleavage and polyadenylation machinery. This step is essential, since 

proper 3’ end formation is required for mRNA export79. The polyadenylation machinery is 

recruited to the pre-mRNA via the RNA Pol II CTD and specifically, the TREX complex, 

which seems to be necessary for both 3’ processing and release of the transcript from its 

template80,81. The length of the poly(A) tail in mammals is controlled by PABPN1, which is 

deposited upstream the poly(A) signal of the mRNA, potentially also requiring NPM1 82. 
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Finally, transcriptional elongation is terminated, based on the recognition of proper 

transcription termination signals83. These can vary and must discriminate between properly 

completed, stalled or prematurely terminated transcriptional elongation. Transcriptional 

termination, which can be influenced by several conditions, such as cancer84, can affect 

alternative poly(A) site usage. This is a crucial event as transcript isoforms with different 3’ 

UTR lengths demonstrate differential stability, translation properties and localization in the 

cytoplasm85. 

1.2.4.3.  Quality control and degradation 

To handle defective transcripts generated during transcription or upon deficient post-

transcriptional processing, the cells have evolved elaborate quality controls. Thus, transcripts 

with errors in splicing, capping, assembly and 3’ end formation are all led to degradation86. 

Degradation can occur at the gene, either by the exosome or by a 5’-3’ exonuclease such as 

Xrn2 87, while transcripts with retained introns or faulty 3’ ends are retained at the gene88,89, 

which either subjects them to degradation90 or provides more time to enable completion of 

processing91. 

 

1.2.4.4.  mRNPs in the interchromatin compartment 

Although splicing can be initiated during transcription, it is also often completed post-

transcriptionally following the release of the primary transcript from its template73. Numerous 

clusters of granules called interchromatin granule clusters or speckles are located in the 

interchromatin and contain high concentrations of spliceosome components92. The 

juxtaposition of active genes at the surface of granule clusters may facilitate the recruitment of 

the spliceosome to the nascent transcripts93. In addition, the synthesis of the poly(A) tail can 

also be completed in the space of the interchromatin compartment29. 

Importantly, mRNA molecules can be subjected to a variety of chemical modifications in the 

interchromatin, such as 5-methylcytosine, N6-methyl-adenosine, pseudouridine, 5-

hydroxymethylcytosine and N1-methyl-6adenosine 94–96. These modifications are essential, 

since they can define the function and fate of the mRNAs, change their conformation and block 

or promote key RNA-protein interactions. The enzymes that mediate or remove these 

modifications are usually localized in the nucleus and frequently associated with the TREX 

complex responsible for the nuclear export of fully mature mRNAs29. 

The interchromatin compartment covers almost the 50% of the nuclear volume and is often 

connected to the nuclear pore complex through the formation of an irregular network of narrow 

channels29. Differences in the density of chromatin structures can significantly influence the 

movement of mRNPs, which move inside the nuclei by diffusion97–100 to reach the nuclear 

pores, following a kinetics ranging from 6 to 50 min in diploid cells101,102, with small mRNPs 

moving faster than large ones101. 
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1.2.4.5.  mRNPs at the nuclear pore complex and export 

The nuclear export of the mRNPs is finally manifested at the nuclear pore complex (NPC), 

which is responsible for almost all bidirectional transport of molecules between the cytoplasm 

and the nucleus. During their export through the NPC, the mRNPs are initially docked onto the 

nuclear basket, then translocated through the central channel and finally, released from the 

cytoplasmic fibrillar structures29. The time an mRNP spends at the NPC until its export is 

completed can vary from 12 ms to several seconds101,103–107. 

The key nucleoporins contain domains rich in phenylalanine (F) and glycine (G) residues, 

which are flexible, and fill the central channel of the nuclear pores, forming a barrier preventing 

passive diffusion for molecules larger than 30-40 kDa. In addition, extensive unfolding might 

be required for large mRNPs to enable their passage through the NPC. Upon exit from the 

central channel, mRNPs first associate with the cytoplasmic part of the NPC, which may serve 

as a cytoplasmic platform108, followed by the removal of export factors, which are eventually 

recycled back to the nucleus109. At this point, the mRNPs are unable to make the journey back 

into the nucleus, due to their compositional and conformational change which promotes 

directionality. Once in the cytoplasm, mRNP molecules are again remodeled, in a process 

essential for their stability and translation110. 

During ongoing transcription, the primary transcripts are being prepared for export via 

association with export receptors. These receptors bind to mRNPs through export adaptor 

proteins. Most mRNPs use the export receptor NXF1/NXT1 heterodimer111–113, while the 

export of snRNPs, microRNAs, tRNAs and rRNPs require the receptor CRM1, in association 

with Ran-GTP 114. The Human antigen R (HuR) protein, which includes a Nuclear Export 

Signal (NES), binds to these molecules and, in turn, will bind CRM1 29. For a subset of mRNAs, 

a 50 nucleotides-long sequence in their 3’ UTR is sufficient to direct these transcripts into a 

CRM1-dependent export pathway115. NXF1 and CRM1 both interact with different sets of 

export adaptors. Some of these, such as ALY/REF, belong to the TREX complex with 

functions in transcription elongation, genome stability and mRNA export111,116, and the TREX-

2 protein complex, that is known to interact with the NPC basket117,118. An essential subunit of 

the TREX-2 complex is GANP, which can interact directly with NXF1 to promote rapid 

changes in gene expression119. Lastly, also SR proteins, such as 9G8 and SRp20, can serve as 

export adaptors to compound the complexity of this process120,121. In conclusion, the existence 

of alternative export pathways and their formation reflects on the various principles of 

recruiting different export adaptors and the subsequent binding of the export receptors, to likely 

facilitate the export of selected mRNA subpopulations122,123. 

 

1.3. Chromatin crosstalk and 3D genome organizers 

Layered on top of the radial genome organization, dynamic chromatin fibre interactions can 

take place within the 3D context of the nuclear architecture124. In agreement with the spatial 
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separation between active and inactive domains, maps of chromatin fibre contact probabilities 

documented that active regions tend to interact with other active regions, and inactive regions 

tend to be in close proximity to other inactive regions8 (Figure 3). Dynamic physical contacts 

between distant regions diversify gene expression patterns, respond to environmental signals 

and require chromatin mobility and protein complexes that transiently stabilize chromatin fibre 

interactions125,126. Interactions between chromatin regions in cis, i.e. within the same 

chromosome, are more frequent and lead to the formation of local chromatin loops to 

participate in the formation of topologically associated domains (TADs)125. Transient contacts 

between regions in different chromosomes, i.e. in trans, form chromatin bridges and require 

large-scale chromatin fibre movements21. Chromatin looping has been extensively studied for 

certain loci and has been linked to many genomic functions127. Interestingly, the most important 

and well-known role of chromatin loop formation is to regulate gene expression by bringing in 

close proximity distal regulatory elements of the genome128. The most frequent cis-regulatory 

elements involved in chromatin loops are enhancers, insulators and gene promoters129. 

 

 

Figure 3: Schematic representation of 3D genome organization in the nucleus of interphase cells130. Reprinted under the 

Creative Commons Attribution 4.0 International License, https://creativecommons.org/licenses/by/4.0/, by Biology 2021, 10(4), 

272. Aktan Alpsoy,,Surbhi Sood, and Emily C. Dykhuizen. At the Crossroad of Gene Regulation and Genome Organization: 

Potential Roles for ATP-Dependent Chromatin Remodelers in the Regulation of CTCF-Mediated 3D Architecture. 

 

Enhancers increase the probability and/or rate of gene expression and have been characterized 

as short DNA elements with a size of 50-1500 bps, enriched in transcription factor binding 

sites129. Enhancer elements might be located both close to and within, as well as in a distance 

from the target genes they control129. Enhancers can be general or cell-type-specific and signal-

dependent, and are in this capacity the principal regulatory elements of the genome that 

coordinate developmental and oncogenic pathways21,131–133. Based on their local chromatin 

structure and function, enhancer states have been classified as active, poised or inactive134. 

Active enhancers are generally characterized by enrichment in H3K27ac and H3K4me1, 

whereas enrichment in H3K4me1 alone and/or the presence of H3K27me3 has been linked to 

https://creativecommons.org/licenses/by/4.0/
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a poised state134–138. In contrast to H3K4me1, H3K4me3 characterizes mainly active 

promoters134. Another interesting aspect of these enhancer DNA sequences is that in many 

cases they are transcribed by RNA Pol II to produce short non-coding RNAs (eRNAs)139. Even 

though eRNAs have been proposed to promote chromatin loop formation and thus, 

transcriptional activation140, their exact role and mechanism of action remains to be fully 

elucidated. As enhancer action can regulate cell type- and differentiation stage- specific 

transcription, one of its main roles lies in defining cell states128,141,142. In some instances, 

multiple enhancers are physically clustered together covering large regions in cis to coordinate 

their regulation of expression of their target genes in combinatorial manners. These elements, 

termed super-enhancers, ensure the robust expression of cell fate-determining genes, for 

example, or integrate signals from numerous cell fate-determining pathways to integrate the 

function of individual enhancers into a single signal output131,143. 

 

1.3.1. Methodological advances in the analysis of 3D genome organization 

The study of the 3D genome organization and the crosstalk between different chromatin 

compartments would not have been possible without the immense advances in the available 

methodology through the years. Many of the methods applied in this field, such as 3C, 4C, 5C 
144 and Hi-C, focus on the identification of physical chromatin-chromatin interactions. 

Chromatin Conformation Capture or 3C was the first of the so-called “C” techniques and 

originally developed by Job Dekker in 2002 145. The 3C method was initially used to investigate 

the folding of chromosomes and the inter- and intrachromosomal communications between 

chromatin fibres predicted to interact with each other. Its methodology and the vast majority of 

its derivatives are based on formaldehyde cross-linking of chromatin in living cells. This 

stabilizes the dynamic contacts formed between distant loci interacting in vivo. Next, a 

restriction enzyme digestion step generates cohesive ends within chromatin fibre complexes, 

which can be ligated under very dilute conditions, provided they are physically proximal to 

each other, followed by PCR amplification using primers of regions suspected to interact with 

each other8. 

The 3C technique can determine the physical proximity of remote sequences with the resolution 

of a few kilobase pairs, depending on the restriction enzyme of choice, but these interactions 

are determined semiquantitative at best124. Moreover, the need for a preconceived idea of the 

interacting partners prompted the development of an alternative method called Circular 

Chromosome Conformation Capture or 4C. The 4C approach includes a circularization step 

that permits the identification of interacting genomic sequences by using primers annealing on 

the bait, i.e. a known sequence of interest88. Thus, innovation rendered it possible to pursue 

physical interactions between chromatin fibres without prior knowledge or expectation of the 

existence of the investigated interactions in a high throughput manner. However, since the 4C 

method is unable to examine all to all chromatin networks, the Hi-C technique was innovated 

by combining proximity-based ligation, like the aforementioned methods, with massively 
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parallel sequencing147. The Hi-C technique and its many derivatives were used to construct 

spatial proximity maps of the human genome, confirming the presence of sub-chromosomal 

domains termed TADs8,147. 

Even though several Hi-C protocols have been adapted to map chromatin networks in single-

cell level or small cell populations, their lack of ability to quantitatively assess specific 

enhancer-gene communications rendered them less useful. To overcome this limitation, our 

research group recently developed a novel, 3C-based, method for the investigation of 

chromatin-chromatin interactions termed Nodewalk148,149. This technique is based on the idea 

that the limitation of several logarithmic PCR amplification steps in the conventional “C” 

techniques to hamper their usefulness can be overcome by introducing a linear amplification 

step, by generating an RNA intermediate. Moreover, each interactor, termed node, of a single 

locus identified in an initial screen could then be used as secondary bait. By adding node after 

node, a comprehensive and genome-wide chromatin network can be generated. The big 

advantage of Nodewalk over other similar methods in this field is its unrivalled sensitivity with 

parallel high resolution, that can be used to identify stochastic interactions and dynamic 

changes in chromatin structures in very small cell populations. Indeed, using the Nodewalk 

approach, it was possible to determine that enhancer-MYC interactions are not only stochastic 

but also mutually exclusive148. 

Apart from the analyses of physical chromatin fibre interactions, several in situ methods have 

been employed over the years for the visualization of the localization of genes and other DNA 

elements in the 3D space of the nucleus. One of these methods, extensively used, is represented 

by the 3D DNA FISH. Upon formaldehyde cross-linking of cells or tissues and subsequent 

denaturation, fluorescently labeled DNA probes anneal to target regions and allow the 

identification of gene positions at a certain time point or under any conditions. The useful 

feature of this method is providing information about where the targeted regions are within the 

nuclear architecture when they are proximal to each other. The disadvantage of this technique 

is its relatively poor resolution. A comprehensive understanding of the 3D chromatin networks 

requires a combination of “C” and DNA FISH techniques. 

Apart from the in situ localization of nucleic acid molecules, it is also possible to map 

proximities between proteins, as well as protein-DNA complexes. The In Situ Proximity 

Ligation Assay (ISPLA), a rolling-circle amplification-based technique, was initially 

developed for identifying the proximity, and therefore, the potential for physical interaction, 

between two different proteins. ISPLA was first developed by Ulf Landegren and his group in 

2007 150 and since then, many other novel methods have been developed based on it, such as 

the rISH-PLA for the detection of RNA-protein interactions in intact cells151 and the recent Hi-

PLA by Tom Misteli 152. 

By combining features of 3D DNA FISH and ISPLA, it is also possible to screen for 

proximities between a DNA region and a particular epitope, using the ISPLA adaptation called 

Chromatin In Situ Proximity (ChrISP)153,154. ChrISP is an assay that translates the proximity 

between two different chromatin fibers or between a protein and a genomic locus in 3D into a 
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fluorescent signal. It is based on proximity ligation assay, but omits the rolling-circle 

amplification (RCA) step. Instead, the proximities of the two targets are visualized by a 

fluorescent connector oligonucleotide, termed splinter, which forms a circular DNA molecule 

upon ligation with another circle-forming oligonucleotide, termed backbone. This modification 

allows the detection of proximities between two epitopes by overcoming the steric hindrances 

from any nuclear structure. Apart from its reproducibility, the biggest advantage of ChrISP in 

comparison with conventional DNA FISH is the high resolution of < 168 Å in single cells, 

making it a very useful tool in the studies of this field. 

Other technical innovations include the Assay for Transposase-Accessible Chromatin with 

high-throughput sequencing or ATAC-seq, which addresses accessible chromatin regions and 

nucleosome positioning across the genome155. It follows a simple two-step protocol and can be 

performed with a relatively small amount of cells (about 50,000 cells). The method relies on 

the next-generation sequencing (NGS) library preparation using the hyperactive transposase 

Tn5. Moreover, an increasing number of studies have been also using an assay called DamID 

for the mapping of in vivo protein-genome interactions, as an alternative to ChIP-seq. This 

method relies on the fusion of a protein of interest to Escherichia coli DNA adenine 

methyltransferase (dam). The resulting fusion protein preferentially methylates the adenine 

residues in the DNA adjacent to the native binding sites of the dam fusion partner. Since this 

methylation is absent in most eukaryotes, it serves as a unique tag to identify protein interaction 

sites genome-wide. Finally, the adenine-methylated DNA fragments are isolated by selective 

PCR and identified by microarray hybridization or sequencing156. 

Finally, two additional methods frequently used in the investigation of protein-genome 

interactions are represented by the ChIP-Loop and ChIA-PET. ChIP-Loop was first described 

in 2005 for the study of Rhett Syndrome and is a combination of the standard 3C and ChIP 

methods157. In this technique, 3C chromatin is prepared and then immunoprecipitated with an 

antibody against a protein of interest. While the DNA is still coupled to the beads, ligation 

occurs and qPCR is finally used to detect interactions of interest. The advantage of this method 

is it decreases the background noise of 3C experiments, while increasing the specificity by 

aiming on a known protein mediating the chromatin fibres interaction. Following the same 

idea, ChIA-PET is a method used to identify the protein mediators of 3D interactions. The 

chromatin interaction analysis by paired-end tag sequencing captures the chromatin fibre 

interactions that occur in the presence of a particular protein, like RNA Pol II 8,128. Interestingly, 

the complexity of transcriptional regulation in 3D was recently highlighted by Pol II ChIA-

PET analyses, which demonstrated that in large cell populations multiple distant enhancers 

across the genome can impinge on a shared group of target genes128. 

In conclusion, the innovation of several groundbreaking techniques in the chromatin field has 

significantly broadened our understanding on how the genome is functionally organized in the 

3D space of the nucleus. A few years ago, Liu and colleagues followed the widely used 

CRISPR genome editing approach in order to unbiasedly detect long-range DNA interactions 

and locus-specific chromatin-regulating protein complexes, in a novel method called 
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CAPTURE (CRISPR affinity purification in situ of regulatory elements)158. In this study, the 

researchers were able to demonstrate high-resolution and selective isolation of chromatin fibre 

contacts at a single-copy genomic locus by using sequence-specific guide RNAs and an in vivo 

biotinylated nuclease-deficient Cas9 protein. The use of this assay provided new insights into 

the spatial features of developmentally regulated super-enhancers and disease-associated cis-

elements controlling gene transcription. Then, Cai et al benefit from the invention of a new 

technology termed RNA in situ conformation sequencing (RIC-seq), which combines 

proximity ligation mediated by RNA-binding proteins and deep sequencing, to identify the 

genome-wide profile of intra- and intermolecular RNA-RNA interactions159. Interestingly, this 

study suggested that the long non-coding eRNA CCAT1-5L promotes MYC transcription by 

mediating chromatin looping through the interaction with RNA derived from the MYC 

promoter and enhancer, as well as the RNA-binding protein hnRNPK. Lastly, a novel method 

described as genomic loci positioning by sequencing (GPSeq) and invented by Girelli and 

colleagues was recently used to map the radial organization of the human genome at resolution 

of 100-kb 17. This approach successfully reported genome-wide distances to the lamina all 

along the nuclear radius, revealing fundamental aspects of the genome architecture in humans. 

 

1.3.2. CTCF: the master weaver of the genome 

Transient contacts between regulatory elements require chromatin architectural proteins that 

fold the genome into 3D structures to thereby act as 3D genome organizers125. Some of the 

most important and widely studied factors of this group are cohesin, condensins and lamins. 

However, the 3D genome organizer protein showing the most exceptional interest is CTCF. 

CTCF, or CCCTC-binding factor, is a DNA-binding factor that was initially identified as a 

transcription factor regulating the transcription of the c-MYC gene160,161. It contains 11 zinc 

fingers and is ubiquitously expressed suggesting that it contributes to housekeeping 

functions162,163. For several years, CTCF has been considered to be an insulator protein, whose 

role was to interfere with enhancer-promoter interactions163. The most well-characterized 

examples of regulatory elements that rely on CTCF functions are the H19 imprinting control 

region (ICR) and the beta-globin locus control region. In the case of the H19 ICR, CTCF 

mediates short- and long-range intra-chromosomal and inter-chromosomal interactions across 

the genome, which regulate gene expression in cis and in trans146. Interestingly, CTCF-binding 

sites have been shown to be cell type-specific, and the DNA binding ability of CTCF is often 

regulated by DNA methylation and might be influenced by its post-translational modifications, 

such as SUMOylation and poly(ADP-ribosyl)ation 163–165. 

Apart from enhancer blocker and chromatin barrier functions, CTCF can act also as a 

transcriptional activator or repressor, it can regulate the juxtaposition between distal enhancers 

and their promoters and facilitate transcriptional pausing and alternative mRNA splicing163. A 

critical feature underlying most of its functions in gene regulation is its ability to mediate long-

range chromatin interactions and to thereby define genome topology163. Based on analyses of 
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chromatin fibre interactions by the Hi-C assay, the genome is organized into well-defined 

domains termed topologically-associated domains (TADs) showing high intra-domain 

chromatin contact probability163,166. CTCF has important functions in defining TAD 

boundaries, thereby providing physical constrains on enhancer-promoter interactions to 

increase the specificity of long-range enhancer action166–169. In conclusion, CTCF functions as 

a chromatin architectural protein that contributes to the establishment of 3D chromatin 

structures in the nucleus. Although TAD boundary locations seem stable in different cell types, 

TAD boundary strength is under developmental control that likely regulates transcriptional 

variability in response to environmental cues170. However, very little is known about the 

regulation of spatial genome organization in response to internal and external signals and its 

role in regulating adaptive phenotypic plasticity. 

 

1.3.3. Circadian regulation of chromatin fibre interactions 

An important example of phenotypic plasticity in nature is represented by circadian rhythm. In 

order to adapt to cyclic environmental changes during the day, living organisms have evolved 

endogenous timers which are called circadian clocks. These internal timing systems consist of 

cell-autonomous clocks that are in harmony with the geophysical time and enable light-

sensitive organisms to predict daily oscillations in the environment171. Interestingly, the phase 

of circadian rhythm can entrained or synchronized by environmental time cues172–177. Apart 

from light and food intake, the circadian phase can be reset by a variety of internal and external 

signals, such as hormones, cytokines, exercise, metabolism, and temperature. Importantly, 

disruption of the circadian rhythm has been linked to a variety of complex diseases and 

pathological conditions, such as cardiovascular diseases, diabetes, obesity, neuropsychiatric 

disorders, immunological diseases and cancer178–182. 

An increasing number of studies have deciphered a new aspect in the regulation of circadian 

transcription, which deals with the regulation of circadian chromatin transitions in the primary 

chromatin fibre and in the 3D space of the nucleus. The factors composing the circadian gene 

network thus do not function alone, but instead collaborate with chromatin modifiers in order 

to fine-tune the phase and amplitude of circadian gene expression183,184. However, even though 

the interplay between 3D chromatin crosstalk and circadian rhythm has been well 

documented185–188, the roles of the nuclear architecture and nuclear hallmarks have not been 

elucidated. 

Our group provided new insights into the role of spatial genome organization in the entrainment 

of circadian rhythm189. In this study, it was demonstrated that synchronization of circadian 

rhythm by serum shock involved the oscillating mobility of circadian loci between the 

transcriptionally permissive nuclear interior and the generally repressive nuclear periphery. 

Chromatin mobility was coordinated by the diurnal complex formation between the genome 

organizer CTCF and Poly(ADP-Ribose) Polymerase 1 (PARP1), a factor regulating DNA 

repair and gene expression190,191. The recruitment of circadian loci to the periphery leads to the 
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gradual acquisition of repressive H3K9me2 marks and transcriptional repression concomitant 

with the formation of an inter-chromosomal interactome between circadian loci and LADs. 

Following repression and in parallel with the disruption of CTCF-PARP1 proximity, circadian 

gene loci are released back to the interior of the nucleus, where their transcription can be 

initiated again. Interestingly, depletion of CTCF, PARP1 or H3K9me2/3 marks from the 

nuclear periphery, or the disruption of the CTCF-PARP1 complex formation by Olaparib (a 

PARP1-4 inhibitor) in HCT116 cells inhibited the oscillating recruitment of circadian loci to 

the nuclear periphery and ultimately, the synchronization of circadian transcription by serum 

shock. 

These observations highlight that active and inactive nuclear compartments communicate with 

each other to regulate oscillating gene expression. Moreover, the significance of the nuclear 

periphery in the regulation of circadian transcriptional attenuation suggests that repressed 

LADs might affect the circadian expression to indirectly influence cellular phenotypes. This 

idea is further supported by findings showing the transcriptional-translational feedback loops 

of the circadian clock are absent in mouse embryonic stem cells192 and emerge only during 

differentiation, concomitant with the establishment of repressed chromatin (LOCKs) at the 

lamina22. 

Interestingly, circadian loci were recruited to the nuclear periphery in a transcriptionally active 

state. The overlap between the peak of their transcription and the peak of their recruitment to 

the periphery189 suggests that they might land in an environment that is linked with and might 

even promote transcriptional activation. Such a permissive environment could be provided by 

the nuclear pores, setting up the stage to explore what is the potential role of the NPCs in this 

process and whether a mechanism of post-transcriptional regulation, such as gene gating, is 

part of the story. 

 

1.4. Chromatin organization and cancer 

 

1.4.1. MYC: a key player in cancer development 

One of the genes involved in the aforementioned study, that was found to be under circadian 

control, is MYC. Myelocytomatosis proto-oncogene (c-MYC) is a protein-coding gene located 

in the gene desert of the human chromosomal band 8q24 193,194. Its protein is a key transcription 

factor involved in many cell-fate decisions, such as proliferation, cell cycle, metabolism and 

apoptosis195–197. MYC has been the focus of many studies through the years due to its wide 

involvement in up to 70% of all types of human cancer193, when it is mutated or 

transcriptionally dysregulated. Its role in cancer though has been found to be indirect as well, 

since it controls the recruitment of histone modifying enzymes, like HATs and ATP-dependent 

chromatin -remodeling complexes to promote or inhibit the transcription of its target genes198–

200. 



 

 26 

c-MYC belongs to the MYC super-transcription factor family, which also contains MYCL and 

MYCN. These proteins are characterized by a basic helix-loop-helix leucine zipper domain, 

that is necessary for the heterodimerization of c-MYC with the MYC-associated factor X 

(MAX)201,202. The MYC:MAX protein complex represents the functional form of c-MYC and 

regulates the transcription of several cancer-related genes through DNA binding on specific 

conserved sequences of their promoters termed E-boxes203,204. Apart from MAX, MYC 

heterodimerizes also with MIZ1 forming a protein complex that binds to non-E-box sequences 

of target gene promoters, such as those of the circadian core clock machinery, CLOCK and 

BMAL1, implicating MYC as a key regulator of the circadian and cell cycles205. Finally, 

cellular MYC levels are tightly controlled by regulated protein degradation. More specific, 

when phosphorylated on the residue T58, c-MYC is targeted by SCFFBXW7 for ubiquitylation 

and proteasomal degradation193. This process is really important since the sequence around the 

T58 of MYC has been identified as a hotspot of mutations in human cancer193 and studies have 

shown that disruption of the turnover of T58-phosphorylated MYC leads to MYC stabilization 

and tumorigenesis193. Notably, a recent report uncovered a novel function for the cryptochrome 

repressor of the circadian clock, CRY2, in the control of MYC turnover, offering new insights 

into the link between cancer susceptibility and circadian disruption206. 

Despite our vast knowledge about MYC, it still remains a great enigma in cancer treatment, 

since it cannot be targeted pharmacologically207,208. Because of that, MYC-induced cancer 

therapy focuses more on the epigenetic machinery that regulates MYC expression and function 

in cancer cells. This makes our understanding of the genome organization around MYC, as well 

as of the MYC-induced epigenetic mechanisms mediating tumor progression critical. Four 

alternative promoters control MYC transcription  (P0, P1, P2 and P3) and its expression is 

regulated by a number of enhancers located in the 2.8 Mb TAD where MYC is also located 

(chromosome 8q24)193. Moreover, the region upstream of P1 is characterized by the presence 

of a nuclease hypersensitivity element III1 (NHE III1), which is responsible for almost 90% of 

MYC transcriptional control209,210. The importance of this sequence located -142 to -145 bp 

upstream of promoter 1 is the formation of a G-quadruplex (G4) structure, due to five guanine 

nucleotides that attribute two intramolecular secondary structures in each strand211. Because of 

this G4 structure, NHE III1 functions as a negative regulator of MYC transcription193. 

Several years of studies have uncovered the significant role enhancers play in the regulation of 

MYC expression. MYC is embedded inside a TAD, meaning that long clusters of enhancers 

(including an upstream large specific super-enhancer) are located at both sides of the gene and 

mediate tumor-specific chromosome looping with promoters. In particular, the presence of a 

CTCF binding site 2 Kb upstream of MYC is required for the formation of enhancer-promoter 

loops and it is known as enhancer-docking site212–214. In addition, the DNA sequence upstream 

of MYC promoter is also characterized by several other CTCF binding sites which serve in the 

formation of subTADs212. Interestingly, genome-wide association studies (GWAS) have 

shown that susceptibility to numerous diseases, and especially cancer, can increase upon 

abrogation of these enhancer-promoter interactions around MYC215,216. A super-enhancer, 

recently termed as blood enhancer cluster (BENC) and conserved between mice and humans, 
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is also located 1.7 Mb downstream of MYC. This BENC is crucial for both normal 

hematopoiesis and leukemia stem cell development, since its disruption has been associated 

with an increase of differentiation-arrested multipotent progenitors, due to downregulation of 

MYC in hematopoietic stem cells217,218. Evidence has shown that during hematopoiesis in mice, 

BENC regulates MYC transcription in a three-dimensional loop manner by increasing the 

chromatin accessibility and interaction with MYC promoter193. Finally, the general gene desert 

located on chromosome 8q24 close to MYC is known to include several risk loci to multiple 

types of cancer, such as myeloma, pancreatic, colon, prostate, breast, thyroid, bladder and 

chronic lymphocytic leukemia219–222. 

An example of the tight interplay between the regulation of MYC expression and 3D genome 

organization was recently demonstrated. First, Jurian Schuijers and colleagues discovered that 

when the enhancer-docking site depicting on the CTCF binding site is genetically perturbated, 

this results in reduced CTCF binding, interaction with the MYC super-enhancer and therefore, 

decreased MYC expression and tumor cell proliferation214. Using epigenetic editing with 

dCas9-DNMT they showed that this enhancer-docking site is hypomethylated in diverse 

cancers, making them vulnerable. In addition, other genes, including genes involved in cancer, 

were found to be controlled by similar enhancer-docking sites, indicating a common 

mechanism through which cancel cell oncogenes can generally hijack enhancers. Later, 

Pulikkan et al. showed that in leukemia cases, the fusion oncoprotein CBFβ-SMMHC drives 

cancer cell viability by inhibiting the repression of MYC expression by the transcription factor 

RUNX1 223. When the CBFβ-SMMHC/RUNX1 interaction is pharmacologically prevented, 

RUNX1 mediates apoptosis through increased binding at three MYC distal enhancers, which 

represses MYC expression by replacing the BRG1 component of the SWI/SNF complex with 

the Polycomb-repressive complex component RING1B. Interestingly, these three enhancers 

were shown to be physically connected with MYC and functionally involved in the deregulation 

of its expression. Finally, using the novel ultra-sensitive Nodewalk method, our research group 

recently discovered that MYC comes in physical contact with its flanking enhancers in a 

mutually exclusive manner, pointing out that enhancer hubs impinging on MYC that are 

detected in large cell populations most likely do not exist in single cells148. Furthermore, this 

study showed that MYC functions as the most central node of the chromatin network it 

participates in, meaning that most likely it drives the communications with its flanking 

enhancers. These encounters with pathologically activated enhancers are dynamic and were 

shown to involve less than 10% of active MYC alleles at any given time point in colon cancer 

cells. This clearly demonstrates that the wide range of environmental signals a cancer cell 

encounters during the neoplastic process have the ability to dynamically activate MYC, as a 

response to them. 

 

1.4.2. WNT signaling pathway 

Another characteristic of MYC with particular interest is its involvement and interaction with 

several signaling pathways224,225. However, the pathway with the most well-known role in the 
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pathological regulation of MYC expression and function is WNT. A lot of attention has been 

drawn on WNT signaling pathway over the years due to its profound contributions in 

development, tissue homeostasis and human malignancies226. 

WNT signaling consists by three distinct intracellular cascades. These are a) the canonical 

WNT pathway which regulates the transcription of its target genes by β-catenin, b) the non-

canonical WNT, which is β-catenin-independent and participates in planar cell polarity 

signaling, and finally, c) the WNT-dependent calcium/PKC-dependent pathway227,228. For the 

purpose of the present thesis, I am going to focus on the canonical WNT signaling pathway, 

which is also the most frequently involved in tumor development and cancer. 

In the absence of a WNT ligand, when the signaling is inactive, β-catenin is lead to degradation, 

directly after its translation, upon phosphorylation by a cytoplasmic protein complex consisted 

of Axin, Glycogen synthase kinase 3β (GSK3β), protein phosphatase 2A (PP2A), casein kinase 

1 (CK1) and the adenomatous polyposis coli (APC) tumor suppressor protein228,229. 

Phosphorylation by this complex takes place at key Ser and Thr residues in the amino-terminal 

part of β-catenin (Ser33, Ser37, Thr41 and Ser45). When phosphorylation fails at these residues 

or the above protein complex is defective, β-catenin escapes degradation and that leads to 

pathological conditions, such as colon carcinoma226,229.  

In the presence of WNT ligands, like WNT3a, the transmembrane domain receptors Frizzled 

and co-receptors, such as LRP5 or LRP6, are activated and subsequently, the cytoplasmic 

protein DVL is recruited to the receptor (Figure 4). This will then lead to the sequestration of 

Axin from the degradation complex, causing β-catenin to escape degradation. Due to its 

hypophosphorylated state, β-catenin will enter the nucleus and physically interact with 

members of the TCF/LEF family proteins, such as TCF4, making a bipartite transcription 

factor230,231. The T cell factor/lymphoid enhancer factor proteins are DNA-binding proteins, 

which permit to β-catenin access chromatin and regulate the transcription of its target genes. 

Recent studies have shown that the three-dimensional structure of β-catenin plays an important 

role in its interactions with nuclear factors. β-catenin belongs to the Armadillo (ARM) repeat 

protein superfamily and includes a central stretch of 12 ARM repeats (R1-R12)232,233. This 

central region is necessary for the interaction of β-catenin with TCF, as well as for the activation 

of Wnt target genes. During activation, β-catenin recruits several factors, including the histone 

acetyltransferases p300, CBP and TIP60, the Mediator component MED12, the SWI/SNF 

factors BRG1 and ISWI, and finally, the PAF1 complex component parafibromin/HYX 226. 

These factors open the chromatin conformation and set a platform for RNA Pol II to initiate 

transcription. 

In the rest of the pathway, downstream to β-catenin, when WNT ligands are absent, TCF 

proteins bind to specific DNA sequences, that are part of their target genes and termed WNT 

response elements (WREs), inducing the repression of any WNT-independent expression234. 

This repression is mediated by TLE1, a long-range chromatin repressor protein, which 

collaborates with HDACs to compact local chromatin. The transcription of WNT target genes 

can also be inhibited by another chromatin repressor named C-terminal binding protein 
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(CTBP), which functions in a TCF-independent manner235. TLE1 is known to compete with β-

catenin for TCF binding236, providing a molecular “switch” between repression and activation. 

However, in the presence of a WNT signal, the TCF recruitment to the enhancers controlling 

the expression of WNT target genes intensifies, suggesting the need for chromatin remodeling 

during activation237,238. 

As one of its many target genes, MYC demonstrates a strong correlation with WNT signaling. 

The nuclear translocation of β-catenin induces the upregulation of MYC and therefore, cellular 

proliferation. Upon interaction and complex formation with members of the TCF/LEF family, 

it facilitates the binding of the active complex to the WREs located downstream and upstream 

of MYC 239. Subsequently, the WREs will regulate the expression of MYC through the 

formation of a large chromatin loop with the MYC promoter mediated by CTCF 240. Moreover, 

Posternak and colleagues recently discovered that MYC protein can in turn enhance the mRNA 

cap methylation of genes involved in WNT/β-catenin signaling241. That could serve as a 

feedback loop mechanism, since increased mRNA cap methylation of Wnt signaling transcripts 

induced by MYC results in higher protein levels and enhanced WNT signaling activity. Of 

note, MYC induces the recruitment of RNA methyltransferase (RNMT) to WNT target gene 

promoters through the interaction between TFIIH and the TIP60 acetyltransferase complex, 

which leads to enhanced phosphorylation of serine 5 on the carboxy-terminal domain of RNA 

polymerase II to promote transcriptional elongation. In conclusion, all the available evidence 

points out that MYC and WNT signaling are tightly interconnected and their crosstalk remains 

something to be further elucidated. 

 

 

Figure 4: WNT/β-catenin signaling pathway, in the absence (A) or presence (B) of a WNT ligand. In colon cancer cells (C), β-

catenin is not targeted for proteasomal degradation, resulting in increased β-catenin levels in the nucleus and subsequent 

aberrant association with TCF/Lef at WREs to promote deregulated expression of WNT target genes. Reprinted under the 

Creative Commons Attribution 4.0 International License, https://creativecommons.org/licenses/by/4.0/, by World J Biol 

Chem. Nov 26, 2015; 6(4): 290-300. Rennoll S, Yochum G. Regulation of MYC gene expression by aberrant Wnt/β-catenin 

signaling in colorectal cancer. 

https://creativecommons.org/licenses/by/4.0/
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1.4.3. Non-coding RNAs in tumor development 

Apart from WNT, transcriptome analyses of several tumor samples have shown that MYC 

expression, as well as transcriptional and post-transcriptional regulation, is extensively  

controlled by non-coding RNAs (ncRNAs), which induce tumor progression193,242–244. 

NcRNAs can affect tumorigenic expression in multiple ways, such as directly promoting or 

inhibiting transcription, mediating protein binding on chromatin or protein-protein interactions 

and indirectly inducing changes in chromatin conformations. Some examples of ncRNAs 

involved in cancer are: a) HOTAIR, which is overexpressed in breast tumors and is known to 

promote cancer metastasis by recruiting chromatin repressor Polycomb proteins to specific 

genes245, b) MALAT1, which is involved in the regulation of tumor metastasis and cell 

growth246,247, and finally, c) the lncRNA LincRNA-p21, which has been found to function as a 

transcriptional repressor in p53-dependent responses248 or collaborates with the RNA-binding 

protein HuR in order to suppress target mRNA translation249. However, what is the exact 

mechanism of function and the specific role of ncRNAs in tumor initiation and development 

still remains poorly understood and a topical research question deserving further attention. 

A genomic region of particular interest, regarding MYC regulation, is the 8q24 gene desert. 

Several lncRNAs associated with cancer have been found to be transcribed in this region250–

252. Thus, the lncRNA cancer–associated region lncRNA 5 (CARLo-5) has been found to induce 

the development of colorectal cancer by inhibiting G1 arrest253. Research has shown that MYC 

enhancer regulates the expression of CARLo-5 gene through direct long-range interaction with 

its promoter253. Moreover, CCAT2 is another gene located in the 8q24 region with a well-

characterized role in cancer. Specifically, this lncRNA has been found to promote tumor 

growth, chromosomal instability and metastasis in microsatellite-stable colorectal cancer by 

inducing the activation of TCF7L2-mediated WNT and its target genes, like MYC. In order to 

exert its metastatic effect, CCAT2 induces the increase of two miRNAs located downstream of 

MYC gene and termed as miR-17–5p and miR-20a 250. Similarly, the human colorectal cancer-

specific CCAT1-L lncRNA is transcribed by a locus 515 kb upstream of MYC and overlapping 

with the MYC oncogenic super-enhancer, specific in colorectal cancer (Figure 5). This isoform 

is 5,200 nt long and has been demonstrated to control MYC transcriptional regulation. In 

particular, Jian-Feng Xiang et al. showed that CCAT1-L interacts with CTCF in HCT116 cells 

and promotes its binding to chromatin at the MYC locus, ultimately allowing it to mediate long-

range chromatin interactions between MYC and its enhancers. Furthermore, overexpression of 

CCAT1-L in the same study enhanced MYC expression and promoted tumorigenesis, whereas 

knockdown of it reduced the expression of MYC 254. 

Interestingly, evidence has indicated that MYC can also be part of a positive feedback loop by 

activating the expression of the lncRNA PVT1 upon binding to PVT1 gene promoter. In that 

case, the upregulated PVT1 is sponging the miRNA miR-486-3p, ultimately promoting 

proliferation and survival of cervical cancer cells255. Research has shown that PVT1 gene can 

have a tumor-suppressor role as well, acting independently of the PVT1 lncRNA, by competing 

for enhancers with MYC gene and therefore, abrogating MYC enhancer-promoter interactions, 
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finally leading to MYC downregulation256. Finally, apart from lncRNAs, miRNAs can play a 

crucial role in the regulation of MYC expression too. More specfically, miR-129-2 can function 

as a tumor suppressor by downregulating MYC and blocking hepatocellular carcinoma 

proliferation and tumor growth256, while miR-26a has been found to inhibit cell growth in 

lymphoma cells by impeding the PRC2 subunit EZH2 and MYC 257. Taken together, these 

findings emphasize on the important need for further investigation which will uncover the 

extended interplay between ncRNAs, MYC enhancer-promoter communications and WNT 

signaling in tumor development. 

 

 

Figure 5: The MYC genomic locus in colorectal cancer. Histone marks and RNA Pol II, CTCF and TCF4 binding sites are 

shown as provided by ChIP-seq data in HCT116 (human colon cancer) cells. The DNAse hypersensitivity (DHS) and ChIP-seq 

data depicted here were acquired from the WashU Epigenome Browser (http://epigenomegateway.wustl.edu/). Reprinted under 

the Creative Commons Attribution 4.0 International License, https://creativecommons.org/licenses/by/4.0/, by World J Biol 

Chem. Nov 26, 2015; 6(4): 290-300. Rennoll S, Yochum G. Regulation of MYC gene expression by aberrant Wnt/β-catenin 

signaling in colorectal cancer 
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2 RESEARCH AIMS 

 

The overall aim of the present thesis was to explore what is the role of the 3D nuclear 

architecture in the regulation of gene expression and how chromatin fiber movements and 

transitions respond to external stimuli during cancer development. To this end, two 

independent studies were implemented in order to answer the following research questions: 

1) Is gene gating a mechanism taking place in human cancer cells to explain over-

expression of MYC? What is the exact role of the NPC in the regulation of gene 

expression? How are chromatin movements coordinated by the WNT signaling 

pathway and how do they regulate MYC expression in cancer? Finally, what is the 

function, as well as the mechanism of action, of the colorectal oncogenic super-

enhancer (OSE) controlling MYC? 

 

2) What are the molecular factors and underlying mechanisms involved in the gating of 

MYC? How do these orchestrate enhancer-promoter interactions and localize them 

within the 3D nuclear architecture? More specifically, is CTCF, a master regulator of 

spatial genome organization and mediator of chromatin mobility, playing a key role in 

the WNT-regulated gene gating process of MYC? 
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3 MATERIALS AND METHODS 

 

Methodology: 

The general methodology followed in both studies covered by this thesis is mainly focused on 

the analysis of 3 different features: a) chromatin & protein physical interactions, b) localization 

within the 3D nuclear architecture and c) RNA assays. These methods are further described in 

detail below. 

 

3.1. Cell culture and treatments 

Both studies of the present thesis were performed using the human colon cancer cell line 

HCT116 and the normal human colon epithelial cells, HCEC. The HCT116 cells were kindly 

provided by B. Vogelstein (John Hopkins Medical School and Sidney Kimmel Comprehensive 

Cancer Center, USA), while HCECs were commercially provided by ScienCell. Both cell lines 

were cultured at 37 oC under 5% CO2. HCT116 cells were chosen for this study, because a) of 

previous findings from our group related to this study in this cell line148,149,189, b) the vast 

majority of MYC alleles are transcriptionally active any given time in these cells149 and c) they 

are a Wnt-dependent cancer cell line, through a constantly active autocrine feedback loop258. 

Accordingly, HCECs were chosen as the healthy counterparts of HCT116, in order to see 

whether our findings in HCT116 are a feature unique to cancer cells and thus, to the disease. 

Interestingly, HCECs lack the oncogenic super-enhancer present in HCT116. 

HCT116 cells were treated with 10 μM β-catenin and TCF Inhibitor V (BC21, Merck 

Millipore) or the equivalent amount of the solvent DMSO, as a control, for 16 h. These 

treatment conditions were followed since they demonstrated the optimal drug efficiency with 

low toxicity. BC21 was used in order to inhibit the WNT signaling pathway downstream, by 

disrupting the TCF4/β-catenin complex formation and β-catenin recruitment to chromatin. For 

Paper I, recombinant human WNT3a (R&R Systems) was administered to HCECs (added 

directly to the cell culture medium for the indicated periods of time), in an effort to examine 

whether and how this would affect MYC expression in these cells. Moreover, in the same study, 

leptomycin B was administered to HCT116 cells, since it inhibits the export of nuclear 

products259. That treatment would permit to assess whether the ongoing nuclear export of MYC 

transcripts in HCT116 cells affected the measured half-life of MYC mRNAs (see “Pulse 

labeling of RNA & mRNA export assay” below). 
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3.2. Editing of the CCAT1-specific CTCFBS by CRISPR-Cas9 

For Paper II, we took advantage of the genome editing CRISPR-Cas9 method in order to 

generate HCT116 cell lines with mutated CTCFBS. This would prevent the binding of CTCF 

on this site of the OSE, and thus, would allow us to investigate the potential role of CTCF in 

gating. During this procedure, key sequences within the main CTCFBS of the OSE 

(chr8:128,219,114-128,219,767) were replaced using the CRISPR/Cas9 technology custom 

service of Synthego (CA, USA). The sequence within the CTCFBS was modified from 

CTCACCATTGGAGGGCATTG to TTCATTATTTTATTTCATTG. The edited cell pool 

was used to seed single cells for clonal expansion. Each well seeded was imaged every 2-3 

days and rigorously tracked to ensure the population was truly clonal and only the progeny of 

a single cell. Two clones (D3 and E4) were selected and expanded. No selection agents were 

used to enrich for edited populations. The selection of two different clones was important in 

order to show that our observations were not the result of an artifact or clone-specific. As a 

control to the edited clones, a cell population which was not exposed to the reagents of the 

CRISPR process, from the initial HCT116 cell line, was used (termed as WT). 

In addition, in order to perform co-culture experiments and distinguish the mutants from the 

wild-type cells, we designed and used qPCR primers annealing specifically on the mutated 

sequence of the CTCFBS. Accordingly, alternative primers, annealing only on the wild-type 

DNA sequence of the CTCFBS, were also used. 

 

3.3. siRNA transfection 

For both studies, HCT116 cells were transfected with siRNA against CTCF (Paper II) or 

AHCTF1 (Paper I & II) to downregulate CTCF or AHCTF1 expression, respectively. siGFP 

was used as a transfection control in both cases. The transfection was performed for either 48h 

(Paper I) or 72h (Paper II), using in both cases the Lipofectamine RNAiMax transfection 

reagent (Life Technologies), since upon protocol optimization these conditions were found to 

be optimal. This assay would allow us to observe the role of CTCF and/or AHCTF1. The 

downregulation efficiency was validated by RT-qPCR, as well as by ChIP-qPCR analysis, and 

was estimated at 85% on average, making our assay highly effective. 

 

3.4. ChIP & Co-immunoprecipitation experiments (Chromatin/protein interactions) 

3.4.1. Chromatin immunoprecipitation (ChIP-qPCR and ChIP-seq) 

Extended chromatin immunoprecipitation experiments were performed in order to investigate 

the chromatin-protein interactions driving chromatin movements and a potential gene gating 

mechanism behind them. In particular, for Paper I, a NUP133 ChIP-qPCR assay was performed 

to analyze the recruitment of genomic loci to the nuclear pores, while an AHCTF1 ChIP was 

done to question the possible involvement of this nucleoporin to the process and understand its 
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precise mechanism of action. For Paper II, the binding of CTCF on the OSE in WT and mutant 

cells was analyzed by ChIP-qPCR, whereas a ChIP-seq approach was followed to validate 

whether CTCF binding was affected only on CTCFBS or other loci genome-wide in D3 and 

E4 mutant cells. Additionally, similarly to Paper I, the role of AHCTF1 in the gating of MYC 

was further investigated by ChIP-qPCR. Finally, TCF4 and β-catenin ChIPs were performed 

to score for potential changes in the WNT signaling pathway of WT and mutant cells. For these 

ChIP analyses, the fragmentation of chromatin was conducted with either sonication or 

enzymatic digestion using micrococcal nuclease (Cell Signaling), since both methods were 

tested and compared. For AHCTF1 binding to chromatin, which appears to be rather sensitive, 

ChIP was carried out under mild sonication conditions, in order to achieve the desired DNA 

fragments size without disrupting the protein/chromatin complexes. For the CTCF ChIP-seq 

experiments, the same protocol as for ChIP-qPCR was followed, but scaled-up to 3-fold, in 

order to increase the immunoprecipitated DNA material provided for sequencing. 

 

3.4.2. Co-immunoprecipitation and Western blotting 

An advantage of the methodology followed in our studies was the broad analysis of protein-

protein interactions by co-immunoprecipitation and their additional validation by reverse co-

IPs, in order to understand the specific role of the proteins involved in the gating process, as 

well as to uncover its steps by analyzing the protein complexes formed in it. Regarding this, in 

Paper I, TCF4/AHCTF1 and β-catenin/AHCTF1 co-immunoprecipitation experiments were 

performed in presence and absence of BC21 and DMSO control to decipher the role of WNT 

signaling and β-catenin in the gating of MYC. In Paper II, the interacting partners of CTCF 

were analyzed by co-immunoprecipitation of CTCF with AHCTF1, NUP133 and β-catenin. 

More precisely, the potential CTCF/AHCTF1 protein interaction was further examined under 

the presence of BC21, while co-immunoprecipitation of β-catenin with TCF4 was done as a 

control to validate the efficiency of the BC21 treatment. Importantly, the results of the co-IP 

assays were detected by a novel Western blotting technology called Simple Western using a 

WES/JESS system (ProteinSimple, Bio-Techne). This automated method permitted the better 

detection of the interacting partners due to its very high sensitivity and more precise 

quantitation and analysis of the data, thanks to the use of the Compass for SW software 

(ProteinSimple, San Jose, CA). 

 

3.5. Nodewalk 

A very important strength of our studies in comparison to others in this field was the use of the 

novel Nodewalk technique148,149 (see Introduction) for the analysis of chromatin fibre contacts, 

and specifically, the interactome of the MYC OSE. The identification of chromatin networks 

impinging on MYC and flanking enhancers was done as previously described in Sumida et al, 

2018 149 and Sumida et al, 2020 148. Briefly, the Nodewalk technique converts ligated (‘3C’) 
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chromatin DNA fragments, reflecting physical proximities between distal regions in the living 

cell, into corresponding chimeric RNA sequences. Oligonucleotide sequences (baits) were 

annealed close to restriction enzyme sites flanking MYC and a selected set of enhancers, and 

this was followed by reverse transcription, with the resulting complementary DNAs subjected 

to high-throughput sequencing. Since the sequences generated by the different baits converged 

on common regions, the reads could be constructed into networks260 impinging on human MYC 
149. 

For Paper II, the analyses of physical interactions between MYC and the OSE were performed 

using an anchor representing the MYC gene. For this purpose, we took advantage of its ultra-

sensitivity and highly quantitative features. For all integration analyses relevant to the 

Nodewalk networks, the 5 kb distance flanking each interactor was used as it approximates the 

average Hind III fragment size. The HCT-116 super-enhancers flanking MYC were identified 

from dbSuper, a super-enhancer database200. Finally, for Paper I, publicly available data for 

NUP153 binding were used (NUP153 DamID-seq peaks of U2OS cells were retrieved from 

Gene Expression Omnibus (GEO) with accession number GSE87831). 

 

3.6. In Situ methods 

3.6.1. Microscopy 

For Paper I, cell imaging and the generation of optical sections in 3D were carried out on a 

Leica DMI 3000B fluorescent microscope (Leica) with an OptiGrid device (Grid Confocal) 

using Volocity software (Quorum Technologies). Stacks were taken at 0.3 μm intervals in the 

z axis. On average, the high number of 150-300 alleles were counted for distance measurements 

or ChrISP and ISPLA signal intensity in each case. For Paper II, the latest technology of a 

Leica DMi8 microscope, equipped with an HC PL APO 63x NA 1.4 oil subjective and 

DFC9000 camera, was used for the same purpose. The Instant Computational Clearing Method 

of the Thunder Imaging System (Leica Microsystems) was used to improve the signal-to-noise 

ratio. Stacks were taken using the software system optimized intervals in the z axis. The 

pictures were analyzed using the Imaris or Leica Application Suite X (LasX) software. Due to 

the limitations in the resolution of the fluorophores (with CY3 at 239,6 nanometer), the distance 

data were stratified using 240 nanometers as the first cut-off. 

 

3.6.2. Chromatin In Situ Proximity (ChrISP) 

In order to quantitatively analyze the proximities between members of the nuclear pore 

complex and MYC or OSE in Paper I, we took advantage of the importantly high resolution 

(167Å) provided by the Chromatin In Situ Proximity method developed by our group153,154 (see 

Introduction). In more detail, the ChrISP technique was used to investigate the proximity 

between the nucleoporin NUP133 and either the MYC promoter/gene body or the OSE. The 
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DNA FISH probes complementary to the MYC promoter or gene body, or the OSE were labeled 

with DIG-11-dUTP (Roche, 11573152910). For the proximity analysis between the DIG-

labeled probes and NUP133, a tyramide signal amplification step (TSA kit with biotin-XX 

tyramide, Life Technologies, T-20921) was included to increase the concentration of biotin 

molecules in the vicinity of the NUP133 epitopes. The ChrISP assay was performed and 

quantitated as previously described149,153,154. As a technical, negative control of the assay, a 

sample omitting the mouse secondary ChrISP antibody was included in parallel, called R plus 

control, in each experiment. False-positive signals (FPSs) of less than 0.05 were defined as the 

proportion of ChrISP signal of the technical negative control (experiment without one of the 

secondary antibodies) emerging above baseline. To distinguish the technical noise from 

experimental variation, we subtracted the intensity corresponding to FPS less than 0.05 from 

the intensity of each ChrISP signal in the samples. Signal intensities less than 0 were rounded 

to 0. The proximity between the MYC promoter or gene body and the OSE was analyzed as 

described by Sumida et al149. Similarly, an additional ChrISP assay was performed with DNA 

FISH probes labeled with biotin or DIG aiming to determine the proximity between the OSE 

and MYC regions in relation to the nuclear periphery or pore. As MYC stochastically interacts 

with a range of enhancer elements equally distributed in both of its flanking TADs149, we 

examined whether an enhancer more proximal to MYC would also show increased potential for 

interaction with MYC at the nuclear periphery or pore. For that, an enhancer region at the probe 

D position262 (EnhD) was selected, as it does not bind either NUP153 or NUP133 (unpublished 

data). Finally, a negative site not interacting with MYC (Neg) was also used as a control for 

that assay. 

 

3.6.3. 3D DNA FISH 

For both studies, 3D DNA FISH was used in order to define the localization of MYC and the 

OSE in the 3D space of the nucleus, and quantitate the relative distance between them, as well 

as their distance to the nuclear periphery. For Paper I, this assay was performed in HCT116 

and HCEC cells in comparison, whereas for Paper II, it was further examined in WT and mutant 

(D3, E4) HCT116 cells. The DNA FISH probes were prepared from a pool of PCR products 

spanning 8–10 kb regions of Hind III sites encompassing the MYC promoter and gene body 

(chr8:128,746,000–128,756,177), the OSE (positioned at chr8:128,216,526–128,225,855), or 

an in-between enhancer (EnhD, positioned at chr8:128413009–128414109)262 (for Paper I), 

respectively. For Paper I, the probes were generated by PCR amplification using primers 

labeled with green 496-dUTP (Enzo, 42831) or Cy3-dCTP (GE Healthcare, PA53031). For 

Paper II, the probes were labeled with either biotin-16-dUTP (Roche, 11093070910) or 

digoxigenin-11-dUTP (Roche, 11573179910), using a Bioprime Array CGH kit (Life 

Technologies, 18095011). To ensure that the PCR probes identified the correct genomic region 

surrounding the OSE and MYC loci, the bacterial artificial chromosome (BAC) clone CTD-

3066D1 was used. DNA FISH analyses were performed as previously described189. Finally, 

the data analyses and distance measurements were done by comparing the distances between 
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the nuclear periphery or pores and the OSE (‘a’) or MYC (‘b’): the subtraction of value a from 

value b generated a value ‘c’, which is positive when the OSE is closer to the periphery or 

nuclear pores and negative when MYC is closer to the periphery. That allowed us to assess the 

dynamics of the polarity between these loci. 

 

3.6.4. RNA FISH 

RNA FISH experiments were performed in both studies in order to visualize the localization 

of transcription in the 3D space of the nucleus and quantitate its levels. In Paper I, RNA FISH 

of MYC expression was done, using a probe covering the entire gene. The different RNA FISH 

probes were prepared as follows: the exon or intron probe was generated from a pool of four 

PCR products spanning the MYC promoter and its gene body (chr8:128,746,000–128,756,177) 

(GRCh37). The PCR products were sonicated and labeled with Biotin-16-dUTP (Roche, 

11093070910) using a Bioprime Array CGH kit (Life Technologies, 18095-011). A mixture of 

equal amounts of each labeled PCR product was used as the FISH probe. The single-stranded 

intron 1 probe was prepared by generating double-stranded PCR fragments spanning MYC 

intron 1 (chr8:128,749,271–128,750,480), using a forward primer biotinylated at its 5′ terminal. 

The double-stranded, biotinylated DNA was labeled with green 496 dUTP (Enzo Life Sciences, 

ENZ-42381) using a Bioprime Array CGH kit and then captured by Dynabeads M280 

streptavidin (Thermo Fisher Scientific, 11205D). The beads were incubated at 98 °C for 5min 

to release and recover the non-biotinylated, labeled anti-sense strand. Finally, the single-

stranded DNA was purified with Zymo Clean & Concentrator-5 (Zymo Research). RNA FISH 

analyses were performed as previously described189. In Paper II, RNA FISH was performed to 

assess the potential ability of the CCAT1-L transcript and/or the transcriptional activity of 

CCAT1 gene to facilitate OSE-MYC proximity. We chose this transcript, since we had earlier 

observed that WT HCT116 cells do not express the CCAT1-5L version, but instead, they 

prominently express the CCAT1-L version. For that, we first performed RNA FISH analyses 

to determine the distribution of active CCAT1 alleles, followed by DNA FISH analyses using 

OSE- and MYC-specific probes to determine their proximities. The CCAT1 RNA FISH probes 

were generated from two PCR products spanning a region within the OSE (positioned at 

chr8:128,216,526-128,225,855) and labeled with biotin-16-dUTP (Roche, 11093070910), as 

described above. 

 

3.6.5. In Situ Proximity Ligation Assay (ISPLA) 

In order to analyze how protein-protein proximities localize in the three-dimensional nucleus, 

ISPLA was performed. For Paper I, this assay was used to define the relationship of AHCTF1 

with the WNT signaling pathway. For that, the following ISPLAs were conducted: β-catenin–

AHCTF1, TCF4–AHCTF1, and β-catenin–TCF4, as an internal control for the efficiency of 

BC21 treatment. Samples that lacked the primary antibodies served as background controls. 
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For Paper II, the same method was used to define and quantitate the proximities between 

CTCF-NUP133 and CTCF-AHCTF1, as well as for investigating the potential effect of BC21 

in the latter. 

 

3.7. RNA assays  

3.7.1. Pulse labeling of RNA & mRNA export assay 

One important aspect of the methodology followed in both our studies was the clear separation 

of the nuclear from the cytoplasmic fraction, which allowed us to determine the export rate of 

MYC transcripts. For that purpose, we first conducted a pulse labeling of RNA by incubating 

HCEC and HCT116 cells with 0.5mM (final concentration) 5′-ethynyl uridine (Thermo Fisher 

Scientific, E10345) for 15 or 30min. 5′-ethynyl uridine (EU) would allow us to detect only the 

newly synthesized RNA. Subsequently, the EU was removed, separation of the nuclear and 

cytoplasmic fraction was performed 1h after the pulse chase, and the RNA was isolated using 

the Ambion PARIS system (Thermo Fisher Scientific, AM1921) according to the 

manufacturer’s protocol. Upon many rounds of optimization experiments and testing of 

different separation methods, this appeared to be the most efficient and with the lowest 

contamination between the fractions. Then, labeled RNA or total RNA were purified with the 

RNeasy Mini kit (Qiagen, 74014) and 5′-ethynyl uridine– labeled RNAs were captured using 

a Click-iT nascent RNA capture kit (Thermo Fisher Scientific, C10365) following the 

manufacturer’s instructions. Finally, they were converted into cDNA using a SuperScript 

VILO cDNA synthesis kit (Life Technologies, 11754050). 

For the nuclear RNA export assay, in order to define the ratio between exported cytoplasmic 

and nascent nuclear RNA, the 5′-ethynyl uridine–labeled nuclear and cytoplasmic RNA that 

were fractionated and processed to cDNA above, were analyzed for the presence of intronic, 

as well as exonic regions of MYC, by qPCR analysis. To avoid an overestimation of 

cytoplasmic RNA due to its potential contamination by nuclear RNA, we determined and 

subtracted the quantity of nuclear RNA from the cytoplasmic fraction. This was implemented 

by first quantifying MYC intron 1 RNA sequences in both the cytoplasmic and nuclear fractions 

by qRT–PCR. Next, we used the ratio between cytosolic and nuclear intron RNA levels to 

estimate the level of contaminating nuclear MYC exon in the cytosolic fraction, followed by its 

subtraction from the cytosolic fractions and its addition to the nuclear fractions, respectively. 

We routinely detected on average 6% of contamination of nuclear MYC transcripts containing 

intron 1 sequences in the cytoplasm and on average 6% contamination of the mRNA for 

mitochondrial cytochrome B in the nuclear fractions. 

For Paper II, the exact same methodology was followed, but instead of HCEC and HCT116 

cells, the mRNA export assay was performed in WT and D3/E4 mutant HCT116 cells. 
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3.7.2. Decay analyses 

In order to examine whether MYC transcripts were more stable in HCT116 cells than in HCECs 

and to estimate the mRNA stability in the nucleus and cytoplasm263, we performed a decay 

analysis by administering 5 μg/ml Actinomycin D (Sigma-Aldrich, A1410), which blocks 

transcription by inhibiting transcriptional elongation203. The incubation time of cells was 0, 

0.5 and 1h, to evaluate the effect of the treatment, and was followed by monitoring the mRNA 

decay in total RNA preparations. Cytoplasmic and nuclear fractions were separated and total 

RNA purified as described above. An additional DNA digestion step was included to remove 

residual DNA (TURBO DNase, Ambion, AM1907). The samples were normalized to the total 

recovery of the nuclear and cytoplasmic fractions, respectively. 

 

3.7.3. Analysis of transcription & RNA-seq 

For the analysis of the transcription levels of MYC (Papers I & II), FAM49B and CCAT1 (Paper 

II), qRT-PCR was performed. For Paper I, the transcriptional activity of both HCECs and 

HCT116 cells was examined, whereas for Paper II, the analysis was conducted in WT and 

D3/E4 mutant HCT116 cells. In case the levels of nascent transcripts were to be measured, the 

cells were labeled with EU as described above and harvested immediately, without prior 

removal of the EU. Subsequently, fractionation, RNA extraction and purification of the labeled 

RNA were followed as previously mentioned. The quality of purified RNA samples was 

assessed before cDNA synthesis (SuperScript VILO cDNA synthesis kit, Life Technologies, 

11754050) using a Bioanalyzer 2100 (Agilent). For all qPCRs, the linear range of amplification 

was confirmed by serial dilution of sonicated genomic DNA from HCT116 cells. In Paper II, 

for the precise measurement of MYC and FAM49B mRNA levels, one million cells from WT 

HCT116 cells, and mutant D3 and E4 clones were counted. Before lysis, 1 µl of diluted (1/10) 

ERCC ExFold RNA Spike-In Mix (Thermo Fisher Scientific, catalogue number: 4456740) was 

added to each sample. Cell lysis and RNA purification was performed using RNeasy Mini kit 

(Qiagen, catalogue number: 74104) following the manufacturer’s protocol. 

For Paper II, RNA-seq was performed in order to investigate a potential involvement of the 

CCAT1 eRNA in the gating of MYC. For that, we needed to first assess which of the known 

CCAT1 RNA isoforms were expressed in our cell model, i.e. WT HCT116 cells. RNA-seq 

library constructions were generated with standard Illumina TruSeq Stranded mRNA kit with 

Poly-A selection and samples were sequenced on NovaSeq6000 (NovaSeq Control Software 

1.7.0/RTA v3.4.4) with a 51nt(Read1)- 10nt(Index1)-10nt(Index2)-51nt(Read2) setup using 

“NovaSeqStandard” workflow in “SP” mode flowcell. 

 

3.8. Bioinformatic analyses 
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3.8.1. Computer simulation modeling of MYC mRNA cytoplasmic levels over time 

For the purpose of  determining the expected difference over time in the levels of cytoplasmic 

MYC mRNA expression between HCT116 cells and HCECs, the data provided by the analyses 

of transcription (qRT-PCRs) and the mRNA export assays were used to create a computer 

simulation model. More precisely, to model the gradual increase of cytoplasmic levels of MYC 

mRNA over time from an initial time point, defined as α for the earliest measurable 

transcription rate, we followed a mathematical model which outlines the dynamics of nuclear 

(X) and cytoplasmic (Y) mRNAs265. For more details on the derived equation, please see the 

respective Methods part of Paper I. 

3.8.2. Off-target whole genome sequencing 

For Paper II, whole genome sequencing was performed in WT and D3/E4 mutant HCT116 

cells, in order to score for any possible off-target effects of the CRISPR-Cas9 method used to 

specifically edit the CCAT1-specific CTCFBS. That would allow us to confirm whether any 

differences regarding the gating between WT and mutant cells were exclusively due to the 

different CTCFBS. Genome wide off-target sequencing was analyzed according to a modified 

method of GOTI266. Briefly, we first aligned clean reads to the genome and marked the 

duplicates. To reduce the false positive rate, we applied 3 methods to detect the SNV and Indel 

between D3/E4 and WT, mutect2 267, Strelka2 268 and LoFreq269. The overlapping SNVs and 

Indels were treated as true variants that were further annotated. The adjacent 22-bp sequences 

of the off-target variants were retrieved from the mapping files and blasted with the 22 bp 

sgRNA (19 bp sgRNA target sequence and 3 bp PAM). High sequence similarities indicated 

that the off-target variants were sgRNA-associated, while low sequence similarity meant 

sgRNA-independence266. To further screen for potential off-target sites that overlapped with 

the identified variant we used Cas-OFFinder (http://www.rgenome.net/cas-offinder/). 

3.8.3. ChIP-seq & RNA-seq analysis 

Bioinformatic analysis was conducted on both the datasets generated by the ChIP-seq and 

RNA-seq assays described above and used in Paper II. For the ChIP-seq, the analysis was 

performed by nf-core/chipseq pipeline (version 1.2.2)270. Briefly, first the adapter was trimmed, 

followed by read alignment and mark of duplicates. Then, normalized bigWig files were 

created, strand cross-correlation peak and ChIP-seq quality measures were calculated, and the 

peaks were called. Finally, peak annotation was performed and all the read coverages were 

visualized by the IGV genome browser271. 

For the RNA-seq, data analysis was performed by nf-core RNA-seq pipeline (v.3.0)270 with 

default parameters. In brief, adapters and low-quality reads were first filtered. Then, clean reads 

were aligned to the GRCh37 human reference genome272 and ERCC RNA spike-in fasta 

(ThermoFisher). Next, genome-wide coverage output in BEDGRAPH format were generated 

and bigWig coverage files were created. Finally, Integrative Genomics Viewer was again used 

to view the read coverage. 

http://www.rgenome.net/cas-offinder/
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4 RESULTS 

 

4.1. Members of the Nuclear Pore Complex interact with a chromatin network 

organized by MYC enhancers 

The first observation that set the ground for further examination was that a chromatin network 

impinging on MYC gene and its enhancers was enriched in NUP153 binding. Specifically, 

using the Nodewalk technique and MYC as initial bait, we constructed a chromatin network 

and then defined the connectivity of its nodes, as well as their relationship to NUP153 

occupancy, by comparing these data with previous, publicly available data from NUP153 

ChIP-seq analyses273. Interestingly, this showed that in both human colon cancer cells and their 

healthy counterparts (HCT116 and HCECs, respectively), many of the most highly connected 

to MYC enhancers located within the two TADs flanking MYC are bound by this nucleoporin. 

Based on this observation, we further examined the relationship between NUP153/NUP133 

and the OSE by chromatin immunoprecipitation experiments, focusing on the oncogenic super-

enhancer region that showed maximum interaction with MYC in HCT116 cells149. We 

discovered that both the MYC gene and its colorectal oncogenic super-enhancer are in contact 

with these members of the nuclear pore complex (NPC). Using ChIP analyses and subsequent 

qPCR with primers covering 4 different regions of the super-enhancer, we found that the 

nucleoporin NUP133, which is part of the nuclear ring structure of the NPC, binds 

preferentially the OSE in HCT116 cells, while MYC promoter, preferentially interacts with 

NUP153, which forms the nuclear cage. However, the NUP133-OSE interaction was found to 

be absent in normal colon epithelial cells (HCECs), suggesting that this link is a cancer-cell-

specific feature. 

 

4.2. The proximities between NUP133 and the OSE are dynamic, while MYC-OSE 

proximities correlate with the nuclear architecture 

To investigate to a greater extent the potential for interaction between NUP133 and the OSE in 

correlation with the nuclear architecture, we used Chromatin In Situ Proximity analysis in both 

HCECs and HCT116 cells. In agreement with the ChIP data, the results showed increased 

NUP133-OSE ChrISP signal in HCT116 cells, but not in human colon epithelial cells. 

Moreover, NUP133 was found to be in close proximity with the OSE, but not with MYC. 

Interestingly, the NUP133-OSE ChrISP intensity increased near the nuclear periphery of 

HCT116 cells, with more than 70% of the alleles located at a distance < 0.3 μm from the 

periphery demonstrating a positive signal, indicating a transient anchoring of the super-

enhancer at the nuclear pores. 

Taking into consideration the Nodewalk data, we then wanted to examine what are the relative 

positions of MYC and the OSE, which demonstrated the highest frequency of interaction with 
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MYC 149, in relation to the nuclear periphery. Using 3D DNA FISH in both HCEC and HCT116 

cells, we observed that the OSE is closer to the periphery in cancer cells than in normal cells, 

while the respective position of MYC did not show dramatic differences between the two cell 

lines. Following up on this, we next aimed to determine the polarity in the localization of the 

two loci in respect to the periphery of the nucleus in HCT116 cells. The data resulting from 

that analysis indicated that MYC and the OSE tend to occupy random positions in the inner 

space of the nucleus (>1 μm distance from the nuclear periphery), but as they approach closer 

to the periphery, the OSE comes most frequently in closer proximity to the periphery/pores 

than MYC does. This positioning suggests that the movement of the two loci is initially 

stochastic, but follows a specific polarity near the periphery, in which the OSE seems to 

juxtapose the active MYC gene to the nuclear pore. 

To validate these findings with a higher resolution, ChrISP was once again used, by assessing 

the proximities between MYC and the OSE, but as well as an in-between enhancer named 

Enhancer D (EnhD), which did not interact with either NUP153 or NUP133. In addition, a 

region known to not interact with MYC was also used as a negative control. Quantitation of the 

ChrISP signal in each case showed that, as expected, MYC was generally in closer proximity 

with EnhD than with the OSE, while almost no signal was detected between MYC and is 

negative site. However, further review of this observation, in respect to the nuclear periphery, 

demonstrated that MYC-OSE proximity is much more intense at the periphery (<0.3 μm 

distance) compared to the MYC-EnhD proximities, which are increased at a more distal position 

in relation to the periphery (0.9-1.7 μm distance). 

Finally, using RNA FISH assays followed by DNA FISH on the MYC locus, we examined how 

the MYC-OSE proximities are spread in the nucleus in relation to ongoing MYC transcription. 

Using two different RNA FISH probes, covering either only the first intron or the entire MYC 

gene, to score for unspliced or spliced transcripts, respectively, we observed that the 

transcriptionally active alleles were located mainly either near the periphery/pore (0.3-0.7 μm) 

or more distally (1.1-1.7 μm). Interestingly, these data correlated with the aforementioned 

ChrISP results, showing that the MYC-OSE proximity overlapped mainly with the 

accumulation of processed MYC transcripts near the periphery, whereas the EnhD-MYC highest 

proximity overlapped with the localization of unspliced transcripts. 

 

4.3. MYC expression is regulated post-transcriptionally by a gene gating mechanism 

Following up these data, we questioned whether the action of the OSE could be explained by 

a potential gene gating mechanism of regulation, which was previously known to exist in other 

organisms51,52. To test this hypothesis, we first determined the levels of MYC transcription in 

HCEC and HCT116 cells. For that purpose, cells were incubated with 5′-ethynyl uridine (EU), 

which would allow the labeling of nascent transcripts and their distinguishment from the 

already existing at the time of the analysis MYC mRNA. Surprisingly, qRT-PCR analyses 

revealed that even though MYC transcription levels were higher in HCEC than HCT116 cells, 
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the total RNA levels, as well as the levels of cytoplasmic MYC mRNA, were significantly 

increased in cancer cells, suggesting that MYC expression is regulated at the post-

transcriptional level. Following a pulse-chase approach, where newly synthetized transcripts in 

HCT116 cells were initially labeled by EU and then, chased for 0-60 minutes, every 15 min, 

upon fractionation of the nuclear and cytoplasmic compartments (for more details see 

Methods), we interestingly observed that, while the ratio of cytoplasmic/nuclear MYC 

transcripts remained the same at all time points in HCECs, it dramatically increased, instead, 

over time in cancer cells (reaching its peak at 60 min). This reinforced our hypothesis on an 

mRNA export mechanism taking place in the regulation of MYC expression. 

Taking these findings together, we next addressed whether the stability of MYC mRNAs would 

be different between the two cell types and thus, explain the observed differences in mRNA 

export. To answer this, we used actinomycin D, which blocks transcription, and tracked the 

mRNA degradation rate in total RNA preparations. Subsequent qRT-PCR analyses indicated 

that, even though the total MYC mRNA decay rate was the same between cancer and normal 

cells (average half-life of around 90 min), in both cases the degradation was much quicker in 

the nucleus than the cytoplasm. Moreover, focusing more on the mRNA decay of HCT116 

cells, we then additionally used leptomycin B to inhibit mRNA export, which is known to block 

the export of any nuclear products198, and see whether the measured half-life of MYC 

transcripts was influenced by the ongoing export. Interestingly, the results showed that this 

treatment had almost no effect on the measured decay rate. That would suggest that, in cancer 

cells, the OSE recruits MYC to the nuclear pores in order to facilitate the quick export of its 

transcripts to the cytoplasm and protect them from the enhanced mRNA degradation taking 

place in the nucleus. This would ultimately lead to the presence of more MYC transcripts in the 

cytoplasm and thus, higher total MYC expression levels in cancer cells, without increasing 

transcription, resulting in their survival and proliferation. 

To finally confirm that, we used the data provided from the aforementioned experiments to 

generate a computer simulation mathematical model which would allow us to estimate the 

acquisition of steady-state cytoplasmic MYC mRNA levels in HCECs and HCT116 cells. The 

simulation results came in agreement with our experimental observations, showing that the 

entire time window needed to produce the experimentally observed differences in MYC mRNA 

accumulation levels cancer and normal cells might need to extend beyond the cytoplasmic and 

nuclear half-life rates of MYC mRNAs in order to achieve steady-state levels. Therefore, since 

the mRNA decay rates are very similar for both the nuclear and cytoplasmic compartments of 

HCT116 cells and HCECs, we suggest that indeed the cancer-cell-specific tethering of the 

active MYC gene to the pore might function as an escape mechanism from the rapid RNA 

degradation kinetics of the nucleus. 

4.4. The super-enhancer-mediated gating of MYC is regulated by AHCTF1 

After identifying this process, the next step in our reasoning was to detect to molecular factors 

responsible for the recruitment of both MYC and the OSE to the pores. In that effort, we initially 

tried several potential candidates, such as members of the Mediator complex (CDK8), CDK9 
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and BRD4. However, downregulation by siRNA or inhibition by specific drugs, like JQ1, 

seemed to have no significant effect in the gating of MYC. Our focus then shifted to the NPC 

component AHCTF1 for the following reasons: a) it is a mobile nucleoporin, not permanently 

anchored to the NPC, b) it binds directly to chromatin36 and c) it is the central factor of the 

NUP107 sub-complex, which had been previously shown to mediate the transport of a target 

plasmid from an intranuclear position to the pores274. 

In order to examine a potential involvement of AHCTF1 in this mechanism, we first 

downregulated its expression by siAHCTF1 transfection and then, following a similar 

methodology as before, we observed its effect on MYC mRNA export, MYC transcription and 

binding of NUP133 on the OSE by ChIP-qPCR. The results demonstrated that even though 

knockdown of AHCTF1 did not significantly affect MYC transcription, it significantly reduced 

the nuclear export rate of MYC mRNA, when compared to the siGFP control. Moreover, 

downregulation of AHCTF1 induced a decrease of OSE occupancy by NUP133, suggesting 

that it binds to the OSE indirectly via AHCTF1. 

Finally, we aimed at investigating how this set of data could correlate with the nuclear 

architecture. Again, we used the ChrISP technique to analyze the distribution of OSE-NUP133 

proximities upon siAHCTF1 transfection. As our results indicated, knockdown of AHCTF1 

diminished the ChrISP signal significantly, emphasizing the need of this nucleoporin for the 

recruitment and anchoring of the OSE to the pores. On the contrary, the absence of AHCTF1 

did not seem to affect the polarity in the MYC-OSE positioning towards the periphery, neither 

their in-between proximities, suggesting that the OSE can establish contact and recruit MYC to 

perinuclear locations, but it ultimately requires AHCTF1 in order to finally reach the nuclear 

pore and promote the facilitated export of MYC transcripts. 

 

4.5. WNT signaling mediates the recruitment of MYC to the nuclear pores and the 

export rate of MYC transcripts through β-catenin 

To better understand the gating mechanism underlying MYC expression in HCT116 cells, we 

benefit from the information provided by previous reports observing that in this cell type WNT 

signaling seems to converge on TCF4-binding sites at enhancers controlling MYC 

expression131,240,275. In addition, these cells exhibit a WNT3a autocrine loop276, making the 

pathway constantly active, while they produce at the same time a variety of WNT ligands which 

promote both the canonical and non-canonical signaling pathway277. To explore such a 

scenario, we targeted the canonical pathway by using the TCF4/β-catenin protein complex 

inhibitor, BC21. This drug inhibits canonical WNT signaling by evicting β-catenin from 

chromatin. First, we investigated what was the relationship of the two main factors of the 

pathway, TCF4 and β-catenin, with AHCTF1, and whether this would be affected by inhibition 

of WNT. For that, we performed in parallel in situ proximity ligation assays and co-

immunoprecipitation experiments. Interestingly, both methods indicated that AHCTF1 

physically interacts with both TCF4 and β-catenin, while BC21 induced the loss of interaction 
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with the former, but not the latter, suggesting that the TCF4-AHCTF1 complex formation is 

likely indirect and dependent on β-catenin. 

Next, we wanted to decipher what the effect of BC21 treatment, and therefore WNT/β-catenin 

inhibition, would be on the OSE-mediated gating of MYC in HCT116 cells. To answer that 

question, we first applied a ChrISP analysis between NUP133, which is recruited to chromatin 

by AHCTF1, and the OSE upon BC21 treatment. In agreement with our hypothesis, BC21 

diminished the produced ChrISP signal, compared to control cells treated with DMSO, 

indicating the suppression of both the potential for interaction between NUP133-OSE and 

anchoring of the OSE to the nuclear pore. To further examine the function of the direct physical 

interactions between β-catenin, AHCTF1 and the OSE, we chose to focus on a particular 

prominent TCF4-binding site included in the super-enhancer, known as WNT-response 

element 520 (WRE520)240. ChIP-qPCR analyses showed that AHCTF1 binds to WRE520 

several-fold more efficiently than to MYC promoter. Furthermore, the use of BC21 reduced the 

occupancy of the WRE520 region equally by all three AHCTF1, NUP133 and β-catenin 

factors, suggesting that the binding of AHCTF1 (and thus, NUP133) on WRE520 might be β-

catenin-dependent. Finally, new mRNA export assays, upon nuclear and cytoplasmic fraction 

separation, as well as qRT-PCR analyses of total and newly synthetized, EU-labeled MYC 

RNA showed that BC21 treatment significantly prevented the nuclear export of MYC mRNAs 

in HCT116 cells. This in turn led to a reduction in the total expression levels, while MYC 

transcription rates remained unaffected. In conclusion, these findings taken together suggest 

that β-catenin regulates the OSE-mediated gating of MYC in cancer cells, by promoting the 

anchoring of the OSE to the pore and thus, the nuclear export of MYC transcripts to the 

cytoplasm. 

 

4.6. Colon cancer cells gain an excessive growth advantage due to the binding of CTCF 

to the OSE of MYC 

Following up the findings of Paper I, we aimed to examine whether the genome organizer 

CTCF plays a role in the OSE-mediated gating of MYC in HCT116 cells. A main reason behind 

this supposition was the observation that one of the most prominent CTCF binding sites in the 

genome (CTCFBS) is located within the OSE-specific eRNA gene CCAT1 and proximal to the 

TCF4 binding site WRE520. Moreover, this CTCFBS within the OSE was previously found 

(Paper I) to be in physical proximity with MYC in colon cancer cells. 

To assess the potential involvement of this CCAT1-specific CTCFBS in the gene gating 

process, we took advantage of the CRIPSR technology to edit a sequence of 8 bps within its 

site and generated two different cell clones with a mutated OSE allele, named D3 and E4. First, 

we tested the efficiency and validity of our model by performing CTCF ChIP analyses in WT 

and mutant HCT116 cells, as well as in HCECs. As expected, the recovery of CTCF binding 

in WT cells was immense (>2% of input DNA on average), but almost completely absent in 

both D3 and E4 mutant clones (~0.2% of input, i.e. more than 10-fold decreased compared to 
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wild-type). Moreover, the same analysis in HCECs showed that CTCF bound on the region 

corresponding to the CTCFBS in HCT116 cells at a similar level as in D3 and E4 mutants, 

whereas the CTCF binding to the H19 ICR, which was used as a positive control, showed no 

significant difference in recovery between WT or mutant HCT116 cells and HCECs. That 

indicated that the CRISPR-induced mutation of the CTCFBS was sufficient to prevent CTCF 

binding at the OSE, while binding to other key regions was not affected. Moreover, it revealed 

that cancer cells with a mutated CTCFBS demonstrate the same phenotype as normal cells, 

suggesting that the CTCFBS might play a key role in this process. 

In order to make sure that the applied CRISPR-Cas9 editing was specific for the CTCFBS and 

did not affect other CTCF binding sites across the genome, we used a CTCF ChIP-seq analysis 

in both wild-type and mutant HCT116 cells. The results exhibited no additional differences in 

the binding of CTCF genome-wide, confirming that our following observations would be 

specifically due to the mutated CTCFBS and not any off-target effects. 

Given of these data, we next aimed to elucidate whether the mutation of the CTCFBS would 

attribute a phenotypic trait to the mutated cancer cells. For that purpose, we developed primers 

annealing specifically on the mutated sequence and thus, allowing us to distinguish mutated 

from wild-type HCT116 cell populations in co-culturing conditions. This strategy would 

provide an internal control and thus, permit the direct comparison of the proliferation rate 

between the cell lines. Therefore, co-culture experiments followed by genomic DNA 

purification and qPCR analysis showed that WT cells displayed a growth advantage over both 

D3 and E4 cells, which increased over time during a culture period of 14 days. Interestingly, 

administration of BC21 reduced significantly the relative growth rate of both WT/D3 and 

WT/E4 cells, compared to the DMSO control, and this effect became more intense again over 

time during a period of 28 days as compared to 14 days of culture. This important finding 

suggested that the CTCFBS of the OSE confers a proliferative advantage to colon cancer cells 

in a WNT signaling-dependent manner. 

 

4.7. The increased nuclear export rate of mRNAs produced from MYC and FAM49B 

genes is controlled by the CCAT1-specific CTCFBS within the OSE 

The next step in our study was to explore the potential role the CTCFBS might have in the 

OSE-mediated gating of MYC. With that regard and following the same methodology as in 

Paper I, we performed qRT-PCR analysis of EU-labeled transcripts to determine the ratio of 

newly synthetized cytoplasmic over nuclear mRNA. Our assay revealed that the mRNA export 

rate was approximately 3-fold higher in WT than in D3 or E4 mutant cells. In addition, use of 

BC21 reduced the export rate of WT cells, compared to the DMSO control, to the level of the 

mutant cells, while it did not decrease further the export rate of D3 and E4 clones. Apart from 

MYC, we also determined the nuclear export rate of an additional mRNA, FAM49B. The 

reasons behind this were a) the well-known functional interplay between the MYC and 

FAM49B gene products278,279 and b) the data provided by previous Nodewalk analyses from 
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our group identifying physical interaction between the OSE and an enhancer proximal to 

FAM49B 148. Interestingly, the results on the export rate of FAM49B mRNA between wild-type 

and mutant cells, as well as the effect of BC21 on them, were in line with the data obtained on 

MYC. 

Despite the apparent effect on the nuclear export rates, analyses of transcription levels based 

on MYC and FAM49B introns, normalized to β-actin as a control, showed that the CTCFBS 

did not control the transcription of either of the genes, since no differences could be observed 

between WT and mutant cells. We next aimed to determine the total expression levels of both 

genes in order to confirm whether differences in export were indeed linked with a decrease in 

the total RNA levels of the mutants. Indeed, qRT-PCR analyses of the steady-state levels of 

cytoplasmic FAM49B and MYC mRNAs in wild-type and D3, E4 mutant cells displayed, upon 

normalization to the expression levels of TBP and external “spike in” RNA controls, an almost 

50% decrease of total expression in mutant cells, for both genes. Finally, as in Paper I, a 

computer simulation model was constructed based on the export, transcriptional rate and the 

kinetics of mRNA degradation in the nuclear and cytosolic compartments, in order to compare 

the observed versus the simulated levels of MYC RNA between the WT and D3/E4 cells. The 

results of this method indicated that the simulated RNA levels followed a similar pattern to the 

observed ones, with total MYC expression being almost 2-fold higher over time in WT than in 

mutant cells. Taking these data together, we concluded that the CTCFBS plays a key role in 

the export of both nuclear MYC and FAM49B transcripts and thus, it controls the gating and 

subsequent expression of both genes in HCT116 cells. 

 

4.8. β-catenin and CTCF recruit AHCTF1 to the OSE to facilitate its ability to reach the 

nuclear pore 

As we had previously found that the recruitment of the OSE to the nuclear pore during the gene 

gating mechanism is mediated by AHCTF1, we then wanted to explore the potential 

relationship of CTCF with AHCTF1. Co-immunoprecipitation experiments showed that CTCF 

physically interacts with AHCTF1 in HCT116 cells, but also with other two factors involved 

in the gating of MYC, i.e. the NPC component NUP133 and β-catenin. Moreover, the use of 

BC21 revealed that the CTCF-AHCTF1 interaction is most likely WNT-dependent, since this 

drug induced the disruption of that complex formation (~50% decrease compared to the DMSO 

control). Based on this set of data, we reasoned that AHCTF1 might be recruited to chromatin 

upon interaction with CTCF and thus, specifically bind the CTCFBS. ChIP analyses verified 

this hypothesis, demonstrating that AHCTF1 bound not only this region of the OSE, but also 

to the CCAT1 promoter. In line with the observed effect of BC21 on the CTCF-AHCTF1 

protein-protein interaction, the use of this drug evicted AHCTF1 from chromatin at both the 

CTCFBS and CCAT1. To determine whether or not AHCTF1 binding to these loci was CTCF-

dependent, we downregulated CTCF expression by transfection with siCTCF, followed by 

ChIP analyses. AHCTF1 displayed an approximately 50% reduction in its binding on the 

CTCFBS of WT HCT116 cells (compared to the siGFP control), indicating the need for the 
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presence of CTCF. Finally, to better understand the role of the CTCFBS in this process, we 

performed AHCTF1 ChIP analyses on both the CTCFBS and CCAT1 gene in WT and D3/E4 

mutant cells. The results pointed out that AHCTF1 requires the presence of a functional 

CTCFBS in order to efficiently bind chromatin on both loci, since its recruitment to chromatin 

was dramatically decreased in both mutant clones, compared to the wild-type cells. 

In order to further examine how these data correlate with the nuclear architecture, we first 

downregulated AHCTF1 expression in WT HCT116 cells by siRNA transfection and observed 

the distribution of the OSE in relation to the nuclear periphery by 3D DNA FISH. Knockdown 

of AHCTF1 evicted the OSE from the periphery (<0.3 μm distance) by almost 50%, compared 

to the siGFP control, whereas localization in more inner positions of the nucleus (further than 

0.3 μm from the periphery) was not significantly affected. This set of data indicated that 

AHCTF1 is needed for the final stretch of the OSE to the periphery/pore and since it has been 

known from a previous study that AHCTF1 locates also in the nucleoplasm36, despite being an 

NPC component, that could also mean that CTCF and AHCTF1 most likely interact before the 

final anchoring of the OSE to the pore. Subsequent ISPLAs demonstrated highest proximity 

between the two factors within a region 1-2 μm distal to the periphery, which was in accordance 

with previous similar data from CTCF-NUP133 ISPLAs. Interestingly, the potential for CTCF-

AHCTF1 interaction was significantly decreased upon BC21 treatment, indicating once more 

that a functional TCF4/β-catenin complex formation might be needed for the establishment of 

this interaction. 

 

4.9. The CCAT1-specific CTCFBS affects the MYC-OSE proximity at the nuclear 

periphery, but does not influence their overall interaction frequencies 

At this point, a remarkable discovery of our study was how the CTCFBS regulates the 

proximities between MYC and its OSE in the 3D space of the nucleus. By performing 3D DNA 

FISH analyses in wild-type and mutant cells, we showed that the two loci approach the nuclear 

periphery in a coordinated manner in WT HCT116 cells, but both their relative positions 

towards the periphery and their in-between proximities were abolished in both D3 and E4 

mutant cells. Moreover, by further stratifying our data in groups related to allele replication, in 

an effort to explore any relationship to the cell cycle, we succeeded in demonstrating that within 

a region spanning up to 1 μm from the periphery the proximity of both MYC and the OSE 

alleles to the periphery was significantly reduced in the CTCFBS-mutant cells and these results 

showed significance only in the case of un-replicated alleles (single-single), indicating that the 

gating principle might be taking place specifically during the G1 phase of the cell cycle. 

However, the absence of a functional CTCFBS did not affect the overall frequency of 

chromatin-chromatin interactions between MYC and the OSE in D3 and E4 cells, as provided 

by Nodewalk analysis, in comparison to wild-type cells. Consequently, CTCF influences the 

proximity between MYC and the OSE at the periphery, without, though, directly affecting their 

interactions, displaying a non-canonical function. 
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4.10. CCAT1 eRNA expression is activated by WNT through the CTCFBS to induce the 

juxtaposition of the OSE to the nuclear periphery 

Lastly, an interesting finding that emerged from our study in Paper II was the involvement of 

the long non-coding RNA CCAT1 in the gating of MYC. The reasoning behind our choice of 

studying a potential implication of this particular lnRNA lies mainly in the aforementioned 

previous report by Xiang et al254 (see Introduction) showing that the CCAT1 eRNA mediates 

MYC-OSE contacts, potentially through RNA-RNA interactions159. Starting with an RNA-seq 

analysis, we first identified the CCAT1 eRNA isoforms expressed in our model cell line, 

HCT116. As we found that only the long isoform CCAT1-L was expressed in these cells, but 

not the previously identified CCAT1-5L, we then designed specific primers for it and performed 

RNA FISH analyses, followed by DNA FISH on MYC and the OSE. Our observations showed 

that the distribution of transcriptionally active CCAT1 alleles (RNA FISH signal) in WT 

HCT116 cells peaked at a position proximal to the nuclear periphery (~1 μm distance) and 

declined when approached very close to the periphery/pore. However, our data did not provide 

any clear correlation between CCAT1 eRNA transcription (strength or localization) and MYC-

OSE proximities, which comes in line with our former results indicating closest proximity 

between the two loci at a distance <0.5 μm from the periphery, where the presence of CCAT1 

eRNA seems to be decreasing. Even though the same pattern in the accumulation of the RNA 

FISH signal was followed in both D3 and E4 cells, the intensity of the observed signal was 

lower in both mutant cell line, but more pronounced in D3. 

In an effort to further explore the relationship between the positioning of the OSE in respect to 

the periphery and the distribution of transcriptionally active CCAT1 alleles, we stratified the 

localization of the OSE according to the strength of the RNA FISH signal. Through this 

analysis, we were therefore able to document that within a certain distance, close but not 

precisely at the periphery, closer proximity of the OSE to the periphery was combined with 

higher CCAT1 transcription in wild-type cells, indicating a clear and significant correlation 

between these two factors. Despite maintaining the same trend, D3 and E4 mutants 

demonstrated a much weaker correlation, pointing out the need for a functional connection 

between the CTCFBS, the CCAT1 gene and the ability of the OSE to juxtapose close to the 

nuclear periphery. The link between CCAT1 transcription and CTCFBS was finally examined 

by qRT-PCR analyses of both total and newly synthetized CCAT1 RNA. Our results showed 

that CCAT1 expression levels were dramatically diminished (~4-fold) in both mutant clones 

compared to wild-type cells. Similarly, the transcriptional rate of CCAT1, upon normalization 

to TBP transcription, was found to be significantly lower in both D3 and E4 cells in comparison 

with WT HCT116 cells. Interestingly and in line with our previous findings, BC21 inhibited 

the transcription of CCAT1 in wild-type cells, whereas no significant effect was observed in 

mutant cells. Taken together, these observations helped us define the role of CCAT1 eRNA in 

the gene gating mechanism, which, upon WNT-dependent activation mediated by CTCF, 

drives the localization of the OSE at the nuclear periphery. 
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5 DISCUSSION 

 

5.1. Gene gating mechanism in humans 

The studies of the present thesis provided clear evidence for the existence of a gene gating 

mechanism, as a level of post-transcriptional regulation of gene expression, in humans. Our 

findings agree with previous observations in other organisms, like yeast and Drosophila 28,51,52, 

where gene gating is a well-established principle. They did not only provide the first genetic 

evidence for such a mechanism, via the specific mutation of the CTCFBS, but also suggested 

a well-defined multistep model for this process. We showed that G. Blobel’s hypothesis50 holds 

true also for human cells, although the principle does not involve a simple juxtaposition of a 

gene to the nuclear pore complex. Instead, it’s a more complex procedure that includes 

members of the NPC, the genome organizer CTCF, the canonical WNT signaling pathway, a 

long non-coding RNA and finally, the function of an oncogenic super-enhancer. In particular, 

the mechanism of action of this OSE is of a significant interest, since it does not increase MYC 

expression by controlling its transcription, as it is more often observed in the majority of 

enhancers, but instead it conspires with the nuclear architecture to regulate the expression of 

MYC post-transcriptionally. Moreover, the use of gating as a mechanism to protect MYC 

transcripts from the rapid degradation rate of the nucleus demonstrates an example of the 

complexity a cancer cell works and suggests alternative ways for a cancer cell to adapt and 

proliferate. However, it still remains to be elucidated whether other cancer genes are gated as 

well following a similar procedure aiming to cancer cell survival and proliferation or if gene 

gating is used as a general mechanism to increase the expression of other disease-associated 

genes in the respective pathological conditions, such as metabolic diseases. Even though we 

have not yet investigated the potential gating of FAM49B in similar detail, our observations in 

Paper II increase the possibility for the CTCFBS to either directly or indirectly regulate the 

expression of that gene, in a manner similar to MYC. Therefore, its role as a reinforcer of the 

MYC function278,279 is in line with such a scenario. 

 

5.2. The role of the NPC in the regulation of gene expression 

Another important aspect of our research is offering new insights in the role of the nuclear pore 

complex at the regulation of gene expression. Despite our well-established knowledge 

regarding the role of certain nuclear compartments, such as the generally repressive 

environment of the lamina at the nuclear periphery and the transcriptionally permissive 

environment around the nucleolus, the exact role of the NPC was not well understood. Our 

studies have clarified how the NPC and its components are involved in the control of 

transcription and gene expression, showing that the nuclear pores might function as a 

transcriptionally permissive platform that promotes the rapid expression of certain genes. 
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In contrast to other nucleoporins, not much research has been previously done on AHCTF1 and 

its functions. Until this day, the only well-known role of AHCTF1 was in the assembly of the 

nuclear pore complex after mitosis35. Our studies assigned a new function for it in the regulation 

of gene expression by facilitating chromatin movements and transitions within the nuclear 

architecture. In addition, we uncovered new interactions with other generally important factors 

for the cell, such as CTCF, β-catenin and TCF4. This discovery could pave the way for further 

research, as for example on whether AHCTF1 might be involved in other, canonical, functions 

of CTCF, such as genome organization and the formation of chromatin loops or function as an 

insulator in the expression of certain target genes. Furthermore, given of the known role of 

CTCF in the regulation of circadian transcription189, it would be interesting to examine whether 

AHCTF1 has a similar association with the circadian cycle, in parallel with its link to the cell 

cycle35. 

Finally, our studies pointed out as well the important role of another not well studied 

nucleoporin, NUP133. Even though its frequent interactor NUP98 has been previously 

implicated in a variety of studies on the control of gene expression23,25,26,37,39,43,44, the exact role 

of NUP133 in this context was not well understood. Therefore, our data revealed its 

involvement in the post-transcriptional regulation of expression by a gating mechanism, 

through the establishment of contacts with the OSE and anchoring of the latter to the pores. 

Moreover, its prominent protein complex formation with CTCF could raise the same questions 

that apply for AHCTF1. 

 

5.3. A novel role for CTCF 

CTCF is generally known as a genome organizer protein. Its main function lies in the 

establishment of chromatin fiber interactions and the formation of chromatin loops that might 

promote transcription, by facilitating enhancer action, or inhibit it. However, our findings in 

Paper II uncovered a novel role for CTCF in the regulation of gene expression, independently 

of its canonical function. CTCF, through its binding to the CTCFBS of the OSE, is able to 

modulate the proximities between MYC and the OSE, as well as their positioning in relation to 

the nuclear periphery, without affecting at all their overall interactions. Therefore, its newly 

discovered role focuses on the upregulation of MYC gene expression by driving its OSE-

mediated gating. That is in accordance with a previous study suggesting that CTCF can have 

alternative roles in the cell, apart from the well-established ones, such as the regulation of 

circadian gene transcription189. In fact, having CTCF as a common central core in both studies, 

it becomes very tempting to speculate that a circadian gene gating mechanism might exist, too. 

That would mean that cells could employ this mechanism in order to rapidly change their 

expression programs during the day and cover certain, time-specific, needs. An indication that 

could reinforce even more this idea is that unpublished data from our research have shown that 

both AHCTF1 expression and binding to chromatin (CTCFBS, in particular) might be under 

circadian control as well. Of course, that could pave the way for a whole new area of studies 

and open a Pandora’s box. 
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5.4. Involvement of a lnRNA, CCAT1, in the post-transcriptional regulation of gene 

expression 

As in detail elaborated in the Introduction of the present thesis, non-coding RNAs have been 

reported to play multiple roles in the regulation of gene expression, especially in cancer, but 

past studies were positioning them mostly in the control of the transcriptional 

process245,248,250,253,254. However, Paper II demonstrates that a widely known lnRNA, CCAT1, 

whose coding gene is located in a region covered by the OSE controlling MYC expression 

through gating, interestingly, regulates expression at the post-transcriptional level. This 

provides new insights into the general mechanism of action and function of lnRNAs in the cell, 

while emphasizing even more on their importance in the epigenetic regulation. It is very 

intriguing that the interplay between CCAT1 and the gating of MYC is a two-way relationship 

and might act more as a feedback loop. That is based on the observation that CCAT1 needs the 

main factors involved in gating, i.e. the presence of a functional CTCFBS, as well as WNT 

signaling, in order to get transcriptionally active and promote gating, and at the same time 

gating needs the presence of CCAT1 transcripts in order to efficiently take place. However, 

contrary to previous claims254, we have failed to see any possible involvement of that lnRNA 

in the binding of CTCF on MYC or its OSE. Potential RNA-protein interactions should be 

further investigated regarding this process, although the length of CCAT1-L RNA complicates 

the application of any immunoprecipitation methods. 

 

5.5. A new example of how chromatin responds to external signals 

The core idea of the general field of epigenetics is based on the impact external stimuli might 

have on chromatin conformation and thus, gene expression. Signals from the environment, like 

nutrients, temperature, hormones and their association to cell signaling pathways can induce a 

quick epigenetic activation or silencing, most often via the direct control of transcription, 

through the recruitment of histone modification or DNA methylation writer and reader factors, 

such as the repressive Polycomb complex1,7,8,13. The studies included in the present thesis 

demonstrated a new example of how an external signal, like the presence of WNT ligands, can 

alter gene expression programs. Interestingly, this signal is translated not as changes in the 

primary chromatin structure or as large chromosomal movements within the nuclear 

architecture, but rather as the driving force that would promote transitional protein-protein 

interactions and chromatin binding by certain factors. That in turn will ultimately increase 

expression at the post-transcriptional level through gene gating. Our data clearly indicate that 

gating is WNT-dependent, highlighting once more the importance of WNT signaling in tumor 

development. Importantly, since excessive MYC expression induces WNT signaling in breast 

cancer280, this suggests the existence of complex feed-back and feed-forward loops between 

MYC and the WNT pathway. 

Therefore, another intriguing question rising based on these findings is whether other cell 

signaling pathways might follow a similar gene gating mechanism for the regulation of 
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expression of their target genes. For instance, it has been known for years that TGF-beta 

signaling participates in the epithelial to mesenchymal transitions and thus, promotes 

metastasis in cancer281. Consequently, it would be interesting to investigate whether this TGF-

beta-based process would accordingly employ a gene gating procedure. 

 

5.6. Potential involvement of other factors in gene gating 

Another interesting aspect to examine would be whether and how gating is connected with 

other mechanisms and machineries, such as DNA repair or splicing. In fact, it is logical to 

speculate that factors, with normally different functions, could play a role in gating, too. For 

instance, unpublished data from our group indicate that PARP1, a well-known factor involved 

in the DNA repair machinery, physically interacts with both AHCTF1 and NUP133 members 

of the NPC, while its relationship with CTCF has been very well-established previously from 

our group189 and other studies164. It is quite important to mention at this point that the function 

of CTCF requires PARylation by PARP1 and vice versa, CTCF in turn promotes the self-

PARylation of PARP1164. Moreover, the same set of data show that, similarly to AHCTF1 and 

CTCF, PARP1 binds the CTCFBS as well. That would suggest that a whole new protein 

interactome might be hiding behind this mechanism and that the process might be more 

complicated than we think. 

Another quite important candidate to examine is Topoisomerases and particularly, TOP1 and 

TOP2B. These factors induce DNA breaks in order to release torsional stress generated during 

transcription and DNA replication. Interestingly, it has been known that the activity of 

topoisomerase 1 (TOP1), an enzyme recently linked to super-enhancer activation, eRNA 

production, enhancer-promoter loop formation and efficient transcriptional elongation at gene 

bodies via releasing transcription-induced torsional stress282,283, is inhibited by 

SUMOylation284 and that certain NUPs can bind to SUMO proteases (SENP1 and SENP2) to 

potentially increase TOP1 activity285. Therefore, it would be exciting to study whether the 

nuclear pores and nucleoplasmic NUPs provide a platform for the activation of TOP1 through 

the removal of SUMO modifications to facilitate gene expression in general and gene gating 

in particular. That idea could be further supported by preliminary data of our research detecting 

the presence of DNA breaks at MYC promoter. 

Apart from TOP1, findings from previous studies have also provided evidence for a potential 

involvement of TOP2B in the gating of MYC or other genes. Precisely, MYC was recently 

shown to interact with both TOP1 and TOP2B, recruiting them at gene promoters and directly 

stimulating their levels and activities at promoters, enhancers and gene bodies286. In turn, 

TOP2B has also been documented to localize at MYC promoter and its enhancers, promoting 

its expression287. Interestingly, the TOP2B levels and genomic localization was linked with 

MYC expression in glioma specimens, but not in non-tumoral human brain tissue. Lastly, a link 

between TOP2 and the CTCFBS could derive by extrapolation, since a recent study by Gothe 

et al. showed that recurrent DNA double-strand breaks induced by TOP2 occur at CTCF 
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binding sites located at the bases of chromatin loops and their frequency positively associates 

with transcriptional output and directionality288. 

Finally, another process with potential association or direct involvement in gene gating could 

be splicing. As in detail mentioned in the Introduction of this thesis, splicing can practically 

occur at several points between the transcription and the nuclear export of an RNA. During that 

multistep procedure, the transcripts usually follow a long movement within the nucleus. At the 

same time, the data provided by our first study indicate that most likely the transcription of 

MYC is initiated at a more inner space of the nucleus, while the elongation and final transcript 

release take place after the recruitment to the pores during gating. Moreover, an association 

with the nuclear speckles before the final anchoring to the nuclear pore cannot be excluded as 

a possibility, and since the speckles are enriched in components of the spliceosome, that 

hypothesis could be even further supported. 

 

5.7. Reproducibility and stochastic chromatin networks driven by MYC 

A strength of the research documented in this thesis is the high reproducibility of our findings 

between the two papers, as well as compared to previous publications from our research group. 

In fact, several observations from the first study, such as the closest MYC-OSE proximity at 

the periphery/pore (<0.5 μm distance), were successfully reproduced in Paper II, emphasizing 

on the solidity and re-validation of the produced data. Moreover, the Nodewalk technique was 

further validated after application in both studies, demonstrating its advantages in the use for 

the study of chromatin fiber interactions with high resolution and reproducibility. Our findings 

on the gating mechanism in the control of MYC expression in cancer cells are in agreement 

with the previous study by Sumida et al. uncovering an acquired ability of MYC to get 

dynamically activated as a response to a wide variety of environmental signals encountered by 

the cell during the tumorigenic process148. Furthermore, we developed a standardized 

methodology for the study of nuclear mRNA export, newly synthetized transcripts and decay 

rate, which, upon use of the suggested simulation model, can predict the estimated steady-state 

cytoplasmic mRNA levels (i.e. levels of total expression) with high precision. In addition, the 

use of the Chromatin In Situ Proximity method in Paper I pointed out the necessity for such a 

technique due to its ability to link higher order chromatin structures in relation to structural 

hallmarks of the nuclear architecture. 

 

5.8. Advances in the understanding of and the fight against cancer 

Despite the aforementioned novelties and strengths of our research, the most valuable of its 

features is the advances it offers in the understanding of such a complex disease that is cancer. 

As evidently shown, gene gating is a mechanism of post-transcriptional regulation of gene 

expression taking place in human colon cancer, but not in normal primary colon epithelial cells. 

In fact, cancer cells could use it as a way of increasing the expression of oncogenes pivotal for 
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their survival and acute proliferation. Therefore, a logical question emerging is whether gating 

is a feature exclusive to colon cancer or it occurs in the cells of other cancer types as well. Since 

we are discussing an essential molecular biology mechanism appearing at the very core of the 

disease initiation or development, it is very tempting to speculate that this can be the case for 

more types of cancer. That could also be explained by the fact that MYC is an oncogene 

involved, in multiple ways, in almost the 70% of known cancers193. 

Several lines of evidence support this idea. First, preliminary data from our group show that 

some indications of gating are also identified in breast cancer tissue samples. Second, it has 

been known that excessive WNT signaling is linked to high-risk neuroblastomas that do not 

exhibit MYCN amplification289, which suggests that MYC paralogues might be gated too. Since 

the gating of MYC in our studies is a process mediated by the colorectal-specific oncogenic 

super-enhancer, it would be reasonable to consider a similar mechanism of function for other 

tissue-specific oncogenic super-enhancers, such as the ones identified recently in oesophageal 

squamous cell carcinoma (OSCC)290, the super-enhancer driving MYCN overexpression in 

neuroblastoma291, or in medulloblastoma292,293. In the concrete, cancer-associated super-

enhancers mark putative oncogenes and lineage-restricted genes that under normal conditions 

serve as essential regulators of cell proliferation and apoptosis, like MYC. Such super-

enhancers have been also detected in small-cell lung carcinoma (SCLC)294, breast295 and 

gastric296 cancers, as well melanoma297. As seen from the example of HCT116 cells versus 

HCECs in our studies, these super-enhancers are unique to cancer cells and generally absent in 

healthy, untransformed cells of identical lineage, which suggests that they might be acquired 

during the process of tumorigenesis and manifest the oncogenic state in fundamental 

ways293,298. 

Finally, it remains to be elucidated whether gene gating could occur also in healthy cells, as, 

for instance, a mechanism of maintaining gene expression programs or quick adaptation to 

changes of their environment. MYC is certainly not gated in normal colon epithelial cells, but 

we cannot exclude the possibility that other genes that the cell requires in abundance, such as 

house-keeping genes, might be gated instead. Alternatively, we could question whether 

enhancer-mediated gating can take place in normal cells involving super-enhancers. Such an 

example is represented by the super-enhancers located within the Igh locus298. This idea is 

supported by the discovery that regions in the 5’-flank of Igh promote its positioning to the 

nuclear periphery in mouse plasma cells that express high levels of cytoplasmic Igh 

transcripts299. However, it is of remarkable interest that administration of WNT3a to primary 

cultures of HCECs in our study (Paper I), not only did not increase MYC expression, but instead 

it induced its downregulation and did not increase the presence of β-catenin in the nucleus. 

 

5.9. Promises for new cancer treatment 

In conclusion, it is noteworthy to mention the promises these studies hold for new therapies 

against cancer. Since the gating of MYC seems to be absent in healthy human colon epithelial 
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cells, our research has paved the way for the identification of not only diagnostic, but also 

therapeutic strategies to aim at the effects of pathological MYC expression without disrupting 

its normal function. For instance, a new diagnostic tool could be provided by the presence of 

CTCF within the CCAT1 gene, in order to define if pathological MYC expression is associated 

with gene trafficking to nuclear pores. In addition, our discovery has provided the knowledge 

for several key steps involved in this process that could function as plausible therapeutic targets 

in order to downregulate MYC expression in cancer. Such an example could be inhibitors 

targeting the partners of CTCF, since its binding to the OSE represents a critical and central 

point in the WNT pathway. 

Moreover, our data indicate potential solutions to the well-established problem faced in cancer 

treatment due to chemoresistance. Interestingly, it has been previously argued that cancer cells 

can become addicted to super-enhancer-driven oncogenic transcription and that dependence 

could function as an Achille’s heel for their chemoresistance300. Therefore, the discovery of 

gene gating mechanism in humans may help in the development of new drugs or in the 

reconsideration of existing ones to improve the specificity and sensitivity of cancer cells to 

chemotherapy drugs. In this context, our data showed that BC21 or its derivatives consist a 

very prominent option for cancer therapy. Furthermore, another promising drug is represented 

by Olaparib, since it has been shown to inhibit the physical interaction between CTCF and 

PARP1 at the nuclear periphery189. Additionally, CDK inhibitors, such as Roscovitine or 

Flavopiridol, could also work as possible drugs for cancer treatment targeting the gating of 

MYC. Interestingly, Roscovitine, a CDK inhibitor that reduces MYC protein levels301, inhibited 

the facilitated export of MYC mRNAs, according to unpublished data from our group. In fact, 

in these experiments we observed using 3D DNA FISH that although Roscovitine antagonized 

the facilitated export of MYC transcripts in colon cancer cells, it did not interfere with the 

recruitment of the super-enhancer and the MYC loci to the nuclear pores. Moreover, it did not 

inhibit the binding of NUP133 to the super-enhancer. Therefore, as Roscovitine and its 

derivatives have shown promising effects in the therapy of cancer patients in clinical trials, 

these results might provide novel perspectives for therapeutic strategies aiming at reducing 

MYC expression. Taken together, these suggestions for treatment are reinforced by our 

observation on the ability of the CTCFBS to provide a WNT-dependent excessive growth 

advantage to human colon cancer cells. 
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6 CONCLUSIONS 

 

The present thesis has uncovered a novel mechanism of post-transcriptional regulation of MYC 

gene expression in humans termed gene gating. We have shown that in human colon cancer 

cells, HCT116, the oncogenic super-enhancer (OSE) of MYC increases the expression of its 

target by mediating the recruitment of MYC to the nuclear pores and promoting the rapid 

nuclear export of MYC mRNA to the cytoplasm. This process is cancer-specific, since it does 

not occur in normal human colon epithelial cells (HCECs), where the OSE is absent. Moreover, 

we have demonstrated that the OSE-mediated gating of MYC is regulated by the mobile 

component of the nuclear pore complex AHCTF1 and it is a WNT signaling/β-catenin-

dependent procedure, since it can be inhibited by the β-catenin and TCF inhibitor BC21. 

Finally, as the degradation of MYC transcripts is more rapid in the nucleus than in the 

cytoplasm, our findings suggest that gating functions as a post-transcriptional mechanism to 

facilitate their escape from the nuclear degradation system, ultimately increasing their total 

levels in the cytoplasm and thus, expression. 

Following up these findings, the research of this thesis has also provided the first genetic 

evidence of a gating mechanism, as well as deciphered the molecular factors and steps involved 

in it. More precisely, we have shown that the WNT-dependent gating of MYC is controlled by 

a CTCF binding site (CTCFBS) within the OSE that confers a growth advantage to colon 

cancer cells. To achieve this, first, the CTCFBS mediates the transcription of the CCAT1 

eRNA, which in turn will move the OSE to a peripheral position. Then, the CTCFBS is bound 

by AHCTF1 to promote the final anchoring to the nuclear pore. Thus, a WNT/β-catenin-

AHCTF1-CTCF-eRNA circuit allows the OSE to coordinate the trafficking of the 

transcriptionally active MYC gene within the 3D space of the nucleus and promote pathological 

cell growth, in a procedure that requires a non-canonical function of CTCF. 

In conclusion, our studies offer new insights into the processes underlying tumor development 

and assist the better understanding of the complex cancer disease. In addition, they indicate 

novel plausible therapeutic targets for cancer treatment, highlighting new promises in the 

medical science. 
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7 POINTS OF PERSPECTIVE 

 

The content of this thesis has shed light upon several long-last enigmas in biomedical research 

and the field of epigenetics in particular. However, it also paves the way for future research 

and a variety of applications that derive from it. 

In this regard, it is first of all really important to examine the possibility of a genome-wide gene 

gating mechanism. Using advanced microscopy methods and NGS approaches, it is now 

possible to investigate what part of the genome is gated and its underlying functional meaning. 

For instance, the construction of a map with all the cancer-related genes that are being gated in 

every different type of cancer and the comparison of those maps between them, as well as with 

their respective healthy cells, can provide us with a more clear picture regarding the 

heterogeneity of tumors and potential patterns emerging in the disease. Therefore, the need for 

analysis of gene gating possibilities in clinical samples from cancer patients is really prominent. 

That would open a whole new era in molecular medicine and the fight against cancer. In parallel 

with that, further research to uncover whether and what part of the genome in normal cells is 

being gated would broaden our horizons about how we perceive the biology underlying the 

general function of a cell or tissue. 

Another cancer-related outcome resulting from our research is the clinical application of BC21 

or similar acting drugs. In one possibility, new pharmacological studies could apply the 

combination of BC21 with other known drugs, for example used in chemotherapies, to 

specifically target and inhibit the gating of MYC, without affecting its normal function or 

having toxic effects on healthy cells. The issue at hand is that this strategy would allow for 

much lower doses of normally harmful pharmaceuticals. In addition, the advantage of such a 

combinatorial approach for clinical trials is that a cocktail of two or more drugs targeting 

different pathological pathways in the cell, could dramatically decrease the fitness of cancer 

cells and their ability to adapt and survive the treatment. Alternatively, new similar research 

could be established in order to develop new inhibitors for other key players or steps of the 

gating mechanism, such as against AHCTF1 binding on the CTCFBS specifically, either 

against pathological CCAT1 eRNA transcription or CTCF protein-protein interactions with 

AHCTF1 or β-catenin/TCF4. 

Apart from the direct medical interest, an additional, different possible application of our 

findings lies in the possibility of a circadian gene gating mechanism, or, in other words, the 

regulation of circadian gene expression through a gating/trafficking function. It has been 

known for some time that MYC expression is under the control of the circadian clock302,303. It 

might therefore be rewarding to examine whether the nuclear pore provides a platform for the 

circadian activation of MYC or, alternatively, whether the gating of MYC follows circadian 

oscillations during a certain time period. In fact, since not much previous research on the 

connection between the cell cycle and the circadian cycle is currently available, such a study 

would be of particular interest as MYC has been alleged to regulate both of them. In conclusion, 
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our studies encourage the examination of whether other genes whose expression is under 

circadian control or genes coding the main factors of the circadian core clock machinery, such 

as CLOCK, BMAL1, PER and CRY, are gated too.
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