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Popular science summary of the thesis 

Learning through observing the actions of other people and learning about them by interacting with them 

is essential in order to avoid danger and harm. For example, you can learn that a gun is an extremely 

dangerous object by simply observing another person expressing pain upon being shot. Furthermore, by 

interacting with another individual who is glaring angrily toward you, you might reach the conclusion that 

it is best to remain submissive toward this person by smiling in order stay out of harm’s way. In both 

examples, facial expressions provide crucial social information in order to assess the risk of harm and 

thereby make an appropriate decision. However, little is known about how the brain encodes and 

regulates the learning of threat using social information, such as the facial expression of others. 

Additionally, no studies have investigated how we learn to adapt our facial expressions toward other 

people that we interact with. In this thesis, we first studied how our own brain’s opioid system can 

influence how we learn if certain objects are dangerous or not in social settings. We found that by 

pharmacologically blocking the activity of this opioid system, which is known to attenuate self-

experienced pain, social learning of threat could be enhanced. In addition, we simulated real-lif e social 

interactions by recording muscular activity from the faces of participants who interacted with virtual 

individuals. During this social interaction, the participants could receive electrical shocks as punishment 

if they formed an inappropriate facial expression toward the virtual individuals. Here, we found that 

participants were adept at avoiding punishment by mimicking the expressions of others and that they were 

especially proficient at avoiding punishment from smiling faces. Our findings will importantly add to 

both our knowledge about the mechanisms of aversive learning in social situations. We also believe that 

our results will be useful for better understanding psychiatric disorders involving social impairment, such 

as autism spectrum disorder and thereby, assist in providing improved guidelines to further study and 

treat these disorders. 

 

 

 

 

 

 

 

 

 

 

 

 



Abstract 

Our survival is contingent on our ability to observe and interact with conspecifics. For example, by 

observing the facial expressions of others, we can vicariously learn to avoid potentially dangerous events 

without first-hand personal exposure, thus reducing the risk of harm. Furthermore, through direct social 

interactions, such as when we exchange facial expressions with another individual, we learn how to 

optimize our behavior, and thereby avoid dangerous social outcomes. Despite the large corpus of research 

on face perception and spontaneous responses to static faces, little is known about responses to faces in 

dynamic, naturalistic situations, and there are no studies that have examined how goal directed responses 

to other’s faces are affected by learning during dyadic interactions. Additionally, the underlying 

neurobiological processes governing learning in social settings remain largely unstudied.  

 

To shed light on these phenomena pertaining to observational learning and decision-making processes in 

real-life, interactive settings, involving facial expressions, this thesis first aims at investigating how our 

endogenous opioid system can influence how we learn to associate threats to different stimuli in response 

to others' facial expressions exhibiting painful reactions (Study I); and to study the learning mechanisms 

of optimizing facial expression exchange when deciding to either form a smile or a frown during 

interactive dyads in order to avoid aversive outcomes (Study II). Furthermore, we tested whether the 

learning process of optimizing one’s facial expression selection in interactive dyads was influenced by the 

interactant’s facial dominance (Study III). In brief, Study I, showed that learning about threats through 

observing others is regulated by opioid receptors on a neuronal basis. In Study II, we developed a novel 

method to study facial interactions based on online biofeedback using EMG signals. Our results validated 

our method, showing that participants learned to optimize their facial behavior to avoid punishment, and 

we replicated earlier findings of faster and more accurate responses in congruent vs. incongruent 

conditions. Moreover, participants performed better on trials when confronted with smiling, as compared 

to frowning, faces, suggesting it might be easier to adapt facial responses to positively associated 

expressions. In Study III, we found that facial dominance influenced the optimization process of facial 

expression selection in both punishment and reward learning contexts. Taken together, our findings 

highlight the role of specific neurobiological and social-cognitive factors in aversive learning in social 

situations. 
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1. Introduction 

Responding adaptively to others’ facial expressions is key to successful social functioning. For example, 

by observing another individual forming a fearful facial expression toward a gun or a knife, we can learn 

that these objects are dangerous (Hooker, Germine, Knight, & D’Esposito, 2006; Meffert, Brislin, White, 

& Blair, 2013; Pärnamets & Olsson, 2020) Furthermore, we can learn about other individuals’ intentions 

by socially interacting with them and, consequently, other individuals’ facial expressions provide key 

information that helps to decipher these intentions. For instance, if another individual approaches you 

with an angry facial expression while having his or her fists clenched, you are likely to infer that this 

individual is intent on causing you physical harm. In the studies presented within this thesis, I have 

examined the processes of how we learn from the facial expressions from others by observing them, as 

well as by exchanging facial expressions with them. In order to study the latter, I developed a novel 

method to examine facial expression exchange using electromyography (EMG) signals whereby 

participants could receive punishment or reward feedback cues as a function of their chosen facial 

expressions. In the following sections of this thesis, I will first describe the fundamental concepts within 

the field of social aversive learning which are relevant to the studies included within this thesis. 

Subsequently, I will describe our methodological procedures before delving into the main findings of our 

studies. Additionally, I will attempt to contextualize our findings within the field of social aversive 

learning and interactive behavior, particularly so within the domain of facial expressions. Finally, I will 

also briefly highlight some limitations, future directions of research, and possible applications of our 

findings. 

1.1. Social aversive learning 

Aversive learning can be acquired through indirect and direct social experiences. For example, you can 

learn to fear that a particular object is dangerous if  another individual expresses a fearful facial expression 

toward it or if a stranger acts aggressively towards you, you may become frightened and consequently 

start to avoid this individual. In the first example, it is appropriate to explore the role of Pavlovian 

conditioning (Pavlov, 1927) in aversive learning since it models how we are able to form associations 

between threatening and neutral cues. Detecting and adaptively reacting to external cues serves a crucial 

evolutionary function and aversive learning serves as an efficient means to transmit information about 

potential threats in the environment (Olsson, Nearing, & Phelps, 2007a). Intrinsically aversive events 

such as painful stimuli or others’ fearful facial expressions function as crucial incentives for our species to 

learn to adjust our behaviors to predict and learn to avoid various looming threats (Jack & Schyns, 2017; 

Olsson & Phelps, 2007). Our species is highly social, hence, one crucial question in threat learning, is 

how we learn from other individuals regarding what stimuli are dangerous. Furthermore, not only is it 

important to learn from other conspecifics, but it is also critical to learn about them and their individual 

characteristics by interacting with them in order to avoid negative consequences. As mentioned above, if  

you encounter a stranger acting aggressively toward you, you might accidentally evoke anger in that 

dangerous individual if you act in an inappropriate manner toward this person which could lead to 

detrimental physical and social outcomes such as severe harm and social ostracization. To clarify, by 

provoking another dangerous individual, this individual might decide to retaliate by physically harming 

you and spread negative rumors regarding you. In the studies included within this thesis, I have examined 

the role of facial expressions in various social contexts that involve observational learning whereby 

participants learn about what objects are dangerous through other individual’s facial expressions. 

Moreover, I have studied how participants learn to avoid aversive outcomes when exchanging facial 

expressions with others in interactive dyads. In summary, the findings presented with this thesis are 

important for furthering our understanding of the role of aversive learning in the exchange of social 

information. 
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1.1.1. Social aversive learning through observation  

In humans and many other social species, information is commonly transmitted from conspecifics 

through social transmission (Bandura, 1977; C. M. Heyes, 1994; Hygge & Ohman, 1978; Laland, 2004). 

When learning that something is aversive, it is often less risky to learn through observing others rather 

than learning through direct experiences (Olsson & Phelps, 2007). This means that an individual can learn 

to perceive an object or situation (e.g. a snake posing a threatening posture toward you) as aversive or 

dislikable by observing a conspecific’s response to it (Olsson, Nearing, & Phelps, 2007). The basic 

process underlying this social form of learning has been argued that it involves associative learning 

mechanisms (Bandura, 1977; LaBar, Gatenby, Gore, LeDoux, & Phelps, 1998; Pavlov, 1927) of the link 

between different stimuli. 

 

Past research on animals studying Pavlovian conditioning has often relied on a neutral stimulus such as an 

auditory cue as the Conditioned Stimuli (CS) coupled with e.g. a shock to the foot as the Unconditioned 

Stimulus (US) while using freezing as the conditioned response. In addition, previous research using this 

experimental model in animals demonstrated that sensory input from the thalamus, midbrain and cortical 

structures converges in the lateral amygdala, where CS–US associations are formed during learning 

(LeDoux, Cicchetti, Xagoraris, & Romanski, 1990). Moreover, the prefrontal cortex (PFC) and the 

hippocampus provide inputs to the lateral amygdala and the basal amygdala and these inputs are 

comprised of integrated information pertaining to the emotional history of a stimulus, the internal state of 

an organism, context and time (Stephen Maren, Phan, & Liberzon, 2013; Sotres-Bayon & Quirk, 2010). 

In relatively recent years, research examining the neuronal basis and mechanisms of observational 

learning has become more frequent (Allsop et al., 2018; Hooker et al., 2006; Olsson et al., 2007a; 

Twining, Vantrease, Love, Padival, & Rosenkranz, 2017). In an imaging study (Olsson et al., 2007a), 

participants were instructed to watch a video clip of another person expressing pain upon receiving 

electric shocks coupled with a CS. Afterwards, the participants expected to also receive shocks upon 

being presented the CS video clip they had just watched. However, shocks were not given during this test 

phase to ensure that the participants’ memory representations of the US-CS pairing were entirely based on 

these observational experiences. Furthermore, the bilateral amygdala was involved during both learning 

(observation) and expression (test) of learned threat which is line with past studies. Therefore, the 

assumption that overlapping neuronal structures and their underlying neuronal processes support both 

conditioned and observational threat learning is substantiated. Also, the central amygdala, extends 

synapses to midbrain regions such as the periaqueductal gray (PAG) (J. E. LeDoux, Iwata, Cicchetti, & 

Reis, 1988), and the brainstem mediating defensive responses. Moreover, the PAG has previously been 

linked to regulating predictions errors and expectations according to computational learning models 

(Grahl, Onat, & Büchel, 2018; Haaker, Yi, Petrovic, & Olsson, 2017; McNally, Johansen, & Blair, 2011). 

Prediction error refers to mismatches that occur when there are perceived differences between an 

expected outcome and an actual outcome and it is a central concept for defining learning in reinforcement 

learning (RL) and perceptual learning paradigms (Den Ouden, Kok, & de Lange, 2012; Rescorla & 

Wagner, 1972b). 

1.1.2. Pavlovian aversive learning and the opioid system 

Earlier research has shown that defensive responses elicited by direct Pavlovian conditioning are 

regulated by the release of endogenous opioids (Eippert, Bingel, Schoell, Yacubian, & Büchel, 2008). 

Furthermore, endogenous opioids also play a critical role in predicting future aversive events (Eippert et 

al., 2008; Fanselow, 1998; McNally, 2009). As mentioned above, during Pavlovian conditioning, the 

lateral and central parts of the amygdala (Johansen et al., 2014; S. Maren, 2001) release endogenous 

opioids in the PAG which in turn reduces the neuronal learning feedback signal derived from the aversive 

US (Bellgowan & Helmstetter, 1998; McNally, 2009). This process is crucial for the establishment of a 
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CS–US association (Johansen et al., 2014; S. Maren, 2001). In addition, in humans and in numerous other 

species, survival is contingent on the information that is learned through other conspecifics regarding is 

potentially dangerous in one’s environment. Yet, the underlying neurochemistry of how our opioid 

system regulates how others’ aversive experiences influence our own responses of fear and defense is still 

unexplored. The opioid system is involved in the down-regulation of first-hand painful experiences 

through placebo effects (Turner, Deyo, Loeser, Von Korff, & Fordyce, 1994) and hence is likely to be 

involved in accentuating or attenuating vicarious responses to others pain as conveyed through facial 

expressions. 

1.1.3. Facial expressions and observational learning 

 

Facial expressions encode an intrinsic emotional valence, and we are readily prepared for decoding and 

responding to the emotional displays of other people (Blair, 2003; Martin, Rychlowska, Wood, & 

Niedenthal, 2017) and we adjust our behavior to them accordingly. For example, facial fear expressions 

can function as reliable US (Blair, 2003). In a previous study, cage-reared monkeys were presented with 

either live demonstrations or videos of learning model monkeys that expressed fearful facial expressions 

to snakes (toy or real) or to objects that were not fear-relevant (Mineka & Cook, 1986). In the condition 

where fear-relevant objects were used (e.g. the snake), the relationships between the  learning model’s 

exhibited distress, the observer primate’s immediate response to the learning model primate’s distress and 

the resulting aversive learning in the observer primate were comparable to the relationship reported 

between US, UR, and CS in Pavlovian conditioning (Cook & Mineka, 1990; Mineka & Cook, 1993).  

 

The human brain is equipped with neuronal circuitry that is specialized in processing facial information. 

For example, the Fusiform Face Area (FFA) is specialized in facial recognition (Kanwisher, McDermott, 

& Chun, 1997). Additionally, activity in the amygdala has been shown to facilitate associative learning 

between fearful expressions of human faces and neutral objects (Hooker et al., 2006) suggesting that the 

amygdala uses social signals to adaptively learn about threatening and rewarding associations which 

ultimately increases probability of survival. 

 

1.2. Social instrumental learning: Learning through interaction 

Instrumental learning or operant conditioning, is a form of learning describing how the likelihood of 

performing certain behaviors is enhanced or diminished trough rewards and punishments, respectively 

(Skinner, 1953). The ability to learn new behaviors in order to avoid threats and gain rewards in the 

environment is to key survival (Andreas Olsson, Knapska, & Lindström, 2020). These adaptive behaviors 

are typically studied within instrumental learning paradigms, in which an individual learns to avoid 

shocks or obtain reward through first-hand direct experiences of action–outcome relationships. Past 

research in rodents shows that the lateral and basal amygdala, the hippocampus and the PFC have a 

crucial role in the instrumental control of avoidance behavior (Balleine, Killcross, & Dickinson, 2003; 

Bravo-Rivera, Roman-Ortiz, Brignoni-Perez, Sotres-Bayon, & Quirk, 2014; Wang & Hamilton, 2012). In 

contrast, the learning process of associating a relationship between an action and a reward relies on the 

striatum and the PFC (Moorman & Aston-Jones, 2015). In humans, the dorsomedial striatum, 

orbitofrontal cortex and the prelimbic part of the PFC which is the rodent homologue of the human dorsal 

ACC have been implicated to be involved in goal-directed instrumental learning (Killcross & Coutureau, 

2003; Valentin, Dickinson, & O’Doherty, 2007; Wang & Hamilton, 2012). 

Instrumental learning can be formalized through reinforcement learning models. The goal of a learner 

under reinforcement learning is to maximize the net-rewards they receive while interacting with a 

complex, uncertain environment (Rescorla & Wagner, 1972a; Sutton & Barto, 1998). This is modelled by 

assuming that learners represent the expected value of responses available to them and probabilistically 
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select between responses on each trial. These internally represented expected values are updated when the 

outcomes of actions are recognized. The form of this updating process is determined by the learning rule. 

Reinforcement learning models are increasingly applied to understand adaptive behavior in both social 

and non-social tasks, as well as to link adaptive behavior with its neural basis (Andreas Olsson et al., 

2020). 

Upon interacting with other individuals, both Instrumental and Pavlovian learning are highly relevant 

forms of learning during the exchange of social information. For example, a demonstrator displaying 

distress or pain through facial expressions can cue danger and adaptive responses to these cues have been 

shown to be beneficial across a wide range of social animals, ranging from mice to human beings (Olsson 

& Phelps, 2007). Furthermore, not only do facial expressions have the utility of conveying danger 

through observational learning, one’s own choice of facial expression selection also have a crucial role 

during real-time facial expression exchange. Responding adaptively to others during social encounters 

entails adjustment of one’s facial expressions since facial expressions can be used deliberately in a goal-

oriented communication (Jack & Schyns, 2015; Martin et al., 2017; Parkinson, 2005) and successful 

communication of emotional states can prevent potentially harmful encounters (Dukas, 1998). 

1.2.1. Facial expressions function as reinforcing stimuli during social interaction 

In social interactions, a smiling face can reinforce specific behaviors in the perceiver through its 

rewarding properties (Furl, Gallagher, & Averbeck, 2012; Martin et al., 2017; McLellan, Wilcke, 

Johnston, Watts, & Miles, 2012). Additionally, a previous study showed in a decision-making task that 

participants displayed increased propensity to repeat actions reinforced with a genuine smile feedback 

compared to a nonsocial feedback (Heerey, 2014). On the other hand, an angry face can serve as a 

punisher, facilitating avoidance (Marsh, Ambady, & Kleck, 2005) , and increase autonomic arousal (Ulf 

Dimberg, 1986; Öhman & Dimberg, 1978). Furthermore, angry expressions have been demonstrated to 

curtail the behavior of conspecifics in cases where social norms were violated (Lyman & Averill, 1984). 

In naturalistic interactions, automatic and goal-directed responses will at times be in conflict and at other 

times be aligned, such as when an individual learns to frown rather than to smile towards a potential bully 

on the school yard or at the work-place to stand up for yourself. In sum, the human face function both 

communicatively and as a primary reinforcer and as a tool to garner successful social outcomes. 

1.2.2. Introducing a novel experimental model to study facial expression exchange using 

biofeedback 

 

Previous experiments using biofeedback have focused mainly on clinical applications, such as 

rehabilitation for facial paralysis and facial nerve injuries by the means of monitoring electromyography 

activity (Barth, Mayer, Strehl, Fallgatter, & Ehlis, 2017; Holroyd & et al, 1984; Woodford & Price, 

2007). No previous studies have investigated decision-making based on EMG signals since these past 

studies have relied on the participants pressing buttons to register a choice. Hence, we developed a novel 

experimental model to study facial expressions using biofeedback in order to address how online 

biofeedback can influence and potentially improve facial expression selection during interactive dyads. 

More specifically, we developed a decision-making paradigm using EMG signals, thereby increasing the 

ecological validity of modelling real life facial expression exchange during social interactions. This novel 

method was primarily based on instrumental learning (Archer & Nilsson, 1989; Skinner, 1953) to 

examine how people’s goal directed responses to faces are influenced by learning during dyadic 

interactions (Yi, Pärnamets, & Olsson, 2021).  
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1.3. Previous research on socially relevant facial stimuli 

 

The recognition and reaction to static images of facial expressions have been extensively studied. For 

example, there are many studies that have examined the automatic processing of facial expressions 

resulting in unconscious facial mimicry (Dimberg, 1990; Dimberg, Thunberg, & Elmehed, 2000; Sonnby-

Borgström, 2002). As mentioned above, previous research has demonstrated that pictures of angry facial 

expressions have an intrinsic negative valence (Beyer, Münte, Göttlich, & Krämer, 2015; Ekman, 1997; 

Johnsen, Thayer, & Hugdahl, 1995; Matsumoto, Kasri, & Kooken, 1999). Angry faces serve robustly as 

an aversive US in Pavlovian conditioning paradigms (Dimberg & Ohman, 1983; Ohman & Dimberg, 

1978). Furthermore, both subjective reports and physiological measures (e.g., electrodermal activity) of 

emotional arousal can be influenced by angry face presentations (Johnsen et al., 1995). Pictures of happy 

faces have been shown to serve as an appetitive US and as signals of reward (Matthews & Wells, 1999; 

McLellan et al., 2012). Despite the fact that the perception and responses to static faces has been studied 

in considerable detail (e.g. Adolphs, 2002; Dimberg, 1990; Dimberg & Ohman, 1983; Johnsen et al., 

1995), researchers have only recently begun to use dynamic face stimuli to examine the temporal 

dimension of the perception and responses to facial stimuli (Jack & Schyns, 2015; E. G. Krumhuber, 

Kappas, & Manstead, 2013; Eva G. Krumhuber, Tamarit, Roesch, & Scherer, 2012; Rubenstein, 2005; 

van der Schalk, Hawk, Fischer, & Doosje, 2011a). Despite the large body of li terature of facial stimuli, no 

study has attempted to experimentally model the learning process of optimizing individuals’ goal-directed 

facial responses during facial expression exchange with a target interactant. In such situations, observers’ 

own facial responses are expected to be reinforced by both the intrinsic value of the interaction partner’s 

facial expression (e.g. smiling and frowning) and the outcome of the interaction, for example, if it results 

in an aversive consequence or not.  

 

1.3.1. Static dominant facial cues 

The human face is a rich and multi-dimensional source of information to which we ascribe both stable 

features, such as facial dominance (Oosterhof & Todorov, 2008) and transient behavioral characteristics, 

such as emotions and intentions and the intention to harm when displaying a frown (Tamir & Thornton, 

2018). Past research has shown that dominant facial traits, such as increased jaw-size and pronounced 

eyebrow ridge are perceived as more masculine and threatening than the inverted traits (smaller jaw-size 

and less pronounced eyebrow ridge) (Holzleitner et al., 2014; Todorov, Dotsch, Porter, Oosterhof, & 

Falvello, 2013). Facial dominance also predicts successful social outcomes in different settings, such as 

advancement in military ranking (Loehr & O’Hara, 2013) and election outcomes (Lenz & Lawson, 2011; 

Olivola, Eubanks, & Lovelace, 2014; Olivola, Sussman, Tsetsos, Kang, & Todorov, 2012). Additionally, 

enhanced selective attention toward dominant faces has been demonstrated in previous studies whereby 

attentional biases were shown towards high dominance-based status in gaze cue paradigms (Maner, 

Dewall, & Gailliot, 2008). Furthermore, in facial stimuli flash suppression tasks, dominant faces are 

detected more readily than non-dominant faces (Abir, Sklar, Dotsch, Todorov, & Hassin, 2018). 

1.3.2. Transient facial cues 

Transient cues, such as facial expressions of affect, also shape social interactions. As mentioned above, a 

smiling face can reinforce specific approach behaviors in the perceiver through its rewarding qualities 

(Furl et al., 2012; Martin et al., 2017; McLellan et al., 2012). On the other hand, an angry face can serve 

as a punisher, thus negatively reinforce behaviors. Indeed, angry faces have been shown to curtail the 

behavior of conspecifics in cases where social norms were violated (Lyman & Averill, 1984). In one 

study, using a decision-making task, participants displayed increased propensity to repeat actions 

reinforced with genuine smile feedback compared to nonsocial feedback (Heerey, 2014).  
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2. Research aims 

The overarching aim of this thesis was to investigate the impact of social information on emotional 

learning. More specifically, we examined how facial cues and facial information informed participants 

regarding surrounding dangers and how threatening information was communicated through facial 

expressions as well as facial traits during interactive dyads.  

2.1. Study I aim 

To examine the role of the endogenous opioid system in humans during observational threat learning by 

administering Naltrexone, which is an opioid receptor antagonist (a drug that results in blockade of 

receptors) and observing others’ distress responses, 

2.2. Study II aim 

To examine the question as to how humans can learn to optimize facial expressions in interactive dyads 

with target interactants. To do this, we developed a novel method to study how the facial expression of a 

target interactant and congruent as well as incongruent responses influenced this learning process 

2.3. Study III aim 

To examine how facial dominance influenced the learning process in Study II, we contrasted the learning 

rate and response times between dominant and non-dominant faces according to (Oosterhof & Todorov, 

2008).  
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3. Materials and methods  

3.1. Participants 

In Study I and Study II, the final sample consisted of 43 and 58 healthy participants respectively. In 

Study III, Experiment 1, 2 and 3, we recruited 60, 61 and 29 participants respectively. All participants 

gave their written consent before participation and they were naive to the purposes of the experiments. 

The procedures were implemented in compliance with relevant laws and institutional guidelines, and were 

approved by the Regional Ethical Review Board of Stockholm. Participants were compensated for their 

participation at the conclusion of the experiments. 

3.2. Experimental stimuli  

In Study I, we used video clips that showed the demonstrator sitting in front of a computer screen 

watching two differently colored squares (yellow and blue), serving as observational CSs. In these video 

clips, the demonstrator reacted to the shocks by slightly twitching the arm and blinking (resulting from an 

electric stimulation of the shock electrode that was visibly attached to the demonstrator’s right wrist). In 

Study II, twelve video clips were retrieved from the Amsterdam Dynamic Facial Expression Set 

(ADFES) (van der Schalk et al., 2011). Six of the video clips consisted of video presentations of the faces 

of three different male individuals. Each male individual appeared in two video clips, expressing a smile 

and a frown, respectively. The other six video clips consisted of video clips of the faces of three different 

female individuals. Each female appeared in two video clips, expressing a smile and a frown, 

respectively. The sex of the target faces was matched to the participants’ gender in order to minimize any 

potential confounding effects due to inter-gender interaction. All of the individuals presented in the video 

clips were of northern European descent. Eight of the twelve video clips were used in the experimental 

manipulation (two male and two female faces) while the remaining four video clips (one male and one 

female face), were used in the shock calibration and practice phase. The use of the facial stimuli in Study 

II are illustrated in Figure 1. In Study III, the facial stimuli varied across the dominance dimension in 

accordance with Oosterhof and Torodov (2008) in Experiment I and II. Two faces were morphed to be 

three standard deviations (S) dominant than a dominance-neutral face while two faces were morphed to 

be three SD less dominant for the experimental manipulation. For Experiment 3, the same four faces used 

in Experiment I and II were morphed as dominance neutral according to (Oosterhof & Todorov, 2008). 

An additional dominance neutral face was created and used in the practice phase of all three experiments 

(same practice phase in Study II). All video clips were created manually using FaceGen Modeller Pro 

(http://facegen.com) as a series of 101 screenshots and these screenshots were rendered at 30 frames per 

second using Adobe Photoshop CS6 corrugator superciili (Adobe Systems). In order to apply ecologically 

valid facial expressions on the facial stimuli material, guidelines according to the Facial Action Coding 

System (Ekman & Friesen, 1978) were followed. For the calibration trials and the main experimental 

manipulation in all three experiments, the combinations Action Units (AU) 6 + 11 + 12 for happy 

(smiling) facial expressions and again AU 4 + 7 + 23 for angry (frowning) facial expressions were used. 

A figure illustrating the use of the facial stimuli used in Study III during the experimental manipulation 

is illustrated in Figure 2. Every video presentation trial was followed by a 5.5s inter stimulus interval. For 

the dominance hierarchy learning phase in Experiment 3, the combination AU 4 + 7 + 23 was used for 

angry facial expressions and AU 1 + 7 + 10 + 25 + 26 for fearful facial expressions (See fig 3.).  

3.2.1. Feedback stimuli 

In Study II and parts of Study III, the unconditioned stimulus (electric shocks) consisted of a 200-ms 

DC-pulse electric stimulation (administered using the STM200; BIOPAC Systems) that was applied to 
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the participant’s right volar forearm in all studies (except for Study III, Experiment 2). However, for 

Study III, Experiment 2, the unconditioned stimulus consisted of a short beeping sound (200ms) at 

144Hz which was produced through our OUT102 device (BIOPAC Systems). 

 

Figure 1, (Study II).  Presentation structure of stimuli material in the experimental manipulation. A. 

6000ms video clips of faces (faces of target interactants) forming either happy or angry expressions were 

presented and superseded by a 5500ms ITI. B. One of the target interactants was assigned the congruent 

condition while the other target interactant was assigned the incongruent condition. In this avoidance 

learning task, the participants learned by trial-and-error to avoid mild electric shocks by expressing the 

same (congruent) or different (incongruent) expression in response to the expression of the target 

interactant. Each target interactant was assigned to the congruent or incongruent condition. Each video 

clip of a target interactant was presented for a total of 6000ms where in the initial 500ms, the target face 

displayed a neutral expression and subsequently formed either a happy smile or an angry frown for 5.5s. 

Each video presentation trial was superseded by an ITI. 
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Figure 2, (Study III). The participants learned by trial-and-error to avoid electric shocks by expressing 

the same (congruent) or opposite (incongruent) expression in Experiment 1 and Experiment 3. Two 

dominant faces and two non-dominant faces were assigned congruent and incongruent condition 

respectively. A. Illustration of an incongruent trial, in which the participant erroneously responds 

congruently and receives a shock. B. Illustration of a congruent trial, in which the participant correctly 

reciprocates the smiling target face resulting in the absence of a shock. The outcome of the shocks was 

entirely deterministic, upon forming the correct facial expression, the participant always avoided a shock 

while upon forming the incorrect expression, the participant always received a shock. The main 

experimental manipulation in Study III, Experiment 2 was identical to that of Experiment 1 and 

Experiment 3 with the exception replacing shocks upon incorrect responses with a rewarding sound cue 

upon forming correct responses. 

 

 
Figure 3, (Study III). Dominance hierarchy learning phase example in Experiment 3. The dominant 

demonstrator to the right displays an angry facial expression, whereas the non-dominant demonstrator to 

the left responds with a fearful facial expression. 
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3.3 Functional magnetic resonance imaging 

 

In Study I, we used Functional Magnetic Resonance Imaging (fMRI) which is a neuroimaging technique 

mainly used for experimental applications. There are numerous advantages to using fMRI relative to other 

functional neuroimaging techniques for research applications. A major advantage of using fMRI over 

other methods of neuroimaging, is that acquiring blood oxygen level dependent (BOLD) signals is neither 

invasive nor radioactive, and can thus be used without any harm to the participants. fMRI is often used to 

determine the brain responses to different kinds of behavioral and cognitive tasks. The BOLD fMRI 

signal can be obtained whenever a particular region in the brain is active (i.e., neurons firing) since blood 

flow to that region also increase (Brown, Perthen, Liu, & Buxton, 2007; Logothetis, 2008; Logothetis & 

Wandell, 2004). The fluctuating changes in the BOLD signal can be detected over time, and these signals 

represent a proxy measure of neural activity (Logothetis & Wandell, 2004; Stoewer et al., 2012). Despite 

the fact that the application of fMRI has been very fruitful for examining the neural responses to many 

different tasks, there are limitations. One common methodological complication when using fMRI is head 

movement, which affects the quality of the scans and the functional inferences that can be made from 

them (Khanna, Altmeyer, Zhuo, & Steven, 2015; Yendiki, Koldewyn, Kakunoori, Kanwisher, & Fischl, 

2014). This is of importance since head movement can cause voxels to be mis-aligned with the exact 

corresponding brain regions across the entire scanning session. In order to minimize this issue to the best 

of our abilities, we asked our participants to keep their heads as still as possible during the experimental 

session. Furthermore, we used extra padding in the radio frequency (RF) head coil device to further assist 

to maintain their heads stationed in the designated place. For the remaining inevitable movements, we 

used the standard tools for image preprocessing in SPM 10 (Statistical Parametric Mapping, Wellcome 

Center for Neuroimaging), to account for head movement during scans. We did not need to exclude any 

participants due to excessive head movement in the fMRI study.  

3.4. Facial electromyography biofeedback 

In Study II and Study III, we used our own novel biofeedback method where a facial response was 

defined as when either the activity in the corrugator supercilii or zygomaticus major reached 0.001mV/s 

(averaged over 30 samples at 1 kHz) (Yi et al., 2021). If this threshold was reached, the participant either 

avoided or received a shock. The response variable was scored as either 1 (for correct responses) or 0 (for 

incorrect responses) for each trial. The response time was defined as the difference in time in seconds 

from stimulus onset until the participants’ reached the 0.001mV/s threshold for either the zygomaticus 

major or corrugator supercilii muscular activity. 

In all analyses, trials with a response times below 626ms were excluded (618 out of 5568 trials for Study 

II) because these were judged to indicate noncompliance with the task (Sonnby-Borgström, 2002). The 

choice of cut-off time was based on the timing parameters of our dynamic faces, which held a neutral 

expression for 500ms before forming either a frown or a smile. It is likely that most trial exclusions were 

caused by participants accidently triggering the EMG apparatus, for example, through involuntary 

twitches of their facial muscles. Additionally, trials with a RT above 5s were considered outliers and 

removed (only one trial for Study II).  

3.5 Mixed effects models  

To account for repeated measures, missing data points and the structure of our random effects, we used 

R (R Core Team, 2017) and lme4 (Bates, Maechler, Bolker, & Walker, 2015) to perform generalized 

linear mixed models to analyze the participants’ correct responses in the main task (i.e. where each trial 

was scored as either 0 or 1). We adopted a significance level of p < .05. Linear mixed models were used 
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to analyze the participants’ log-transformed RT. We adopted a stepwise model selection by initially 

including the total effect of our fixed effects and all their possible interactions and we then removed 

fixed effects by comparing the p-values of the fixed effects and Bayesian Information Criterion (BIC) 

values. These values were obtained using the packages lme4 (Bates et al., 2015) and lmertest 

(Kuznetsova, Brockhoff, & Christensen, 2017) in R. Furthermore, if models did not converge, the 

selection of those models were aborted. All three studies in this thesis used mixed effect models. 

3.6. Ethical considerations 

The overarching research question within my project was to investigate how to we learn to ascribe values 

to our own facial expressions as a function of another individuals facial expressions in conjunction with 

punishment; “unpleasant but not painful” tactile stimulation. Furthermore, we were interested in how 

social relevant information such as perceptual/physical and social properties (e.g. emotional valence in 

facial expression, gender and ethnicity) influence these cognitive processes. In order to address these core 

research questions pertaining to learning through aversive feedback we administered tactile stimulation in 

the form of mild electrical shocks. It was necessary for our experimental procedures to use feedback 

which was experienced as unpleasant in order to insert a sense of motivation to avoid the mild electrical 

shocks. However, as previously mentioned, the tactile stimulation was not supposed to be experienced as 

painful and we never used ranges of voltage that could potentially induce physical harm. Furthermore, 

since people vary widely in their sensitivity to tactile stimulation, we used perception-guided intensities 

for each participant. In this calibration process, the participant had the final word in regards to the shock 

intensity level and could change the chosen intensity if the stimuli were too unpleasant. Also, the 

participants were reminded of their right to terminate their participation at any given moment without any 

further explanation. Another set of issues that were relevant for ethical consideration were the protection 

of personal information that were collected from the participants such as name, civic registration number, 

gender and age etc. Furthermore, participants were also asked to fill out a set of psychometric 

questionnaires measuring different psychological attributes such as proneness to anxiety and emotional 

instability. This process might be perceived as uncomfortable to some. Additionally, we collected saliva 

samples in order to collect genetic information. We made a very clear and explicit emphasis that the data 

that was collected and eventually published that it cannot not be linked nor traced to any individual 

personal information. All of the personal information that were stored adheres to the regulations to protect 

personal information, General Data Protection Regulation (EU) 2016/679 (“GDPR”).  
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4. Overview of studies 

In the following sections, I will briefly summarize the primary findings and conclusions of the individual 

studies. For further details, I refer the reader to the full manuscripts attached at the end of this thesis.   

4.1. Study I: Endogenous opioids regulate social threat learning in humans 

4.1.1 Study I: Background and rationale 

In humans and other species, survival is partly contingent on the information learned from others 

regarding what is potentially dangerous in the environment. The facial expressions of pain and fear of 

conspecifics in our proximity are used as signals to associatively learn and predict what should be 

regarded as a threat (Frith, 2008; A Olsson et al., 2007a). However, the underlying neurochemistry 

governing how others’ aversive experiences influence our own responses of fear and defense remains 

unexplored. 

Previous research has argued that teaching signals derived from observing the outcomes of others’ actions 

update the observer’s own expectations and predictions via associative learning processes ((Behrens, 

Hunt, Woolrich, & Rushworth, 2008; Mobbs et al., 2009b; Selbing, Lindström, & Olsson, 2014; 

Seymour, Singer, & Dolan, 2007). According to this assumption, it has been demonstrated in several 

species that observing conspecifics responses to CS–US pairings activate defensive responses towards the 

CS in the observer and that this process involves activity in the amygdala (Johansen et al., 2014; S. 

Maren, 2001). However, the neuronal circuitry that processes the information pertaining to the 

observational US during learning is not well understood and nor has its underlying neuropharmacological 

underpinnings been explored. A potential possibility is that direct and observational threat learning 

involve similar activity regarding neurotransmitters to process a learning signal that regulates defensive 

responses to the CS. This assumption suggests that endogenous opioid system may have an important role 

in observational threat learning. Past research has revealed that the neural circuit involving the amygdala, 

midline thalamus and the PAG computes predictions of directly experienced outcomes (Eippert et al., 

2008).  

4.1.2. Study I: Results and conclusions 

In summary, our study showed that learning about threats through observing others is partly regulated by 

opioid receptor. Specifically, we found that the opioid antagonist effect on opioid receptors enhanced 

responses to the other individual’s distress, compared to the placebo condition. To clarify, we observed 

enhanced responses to the observational US in the amygdala, midline thalamus (Figure 4) and the PAG 

(Figure 5) whereby we observed more persistent observational threat conditioning. The response pattern 

in the PAG displayed the patterns of a learning signal previously described in experiments in humans and 

rodents during direct aversive Pavlovian conditioning, (Eippert et al., 2008). Furthermore, the enhanced 

responses to threat 72 h later (drug-free) were predicted by amygdala activity towards the observational 

US in the Naltrexone, but not in the Placebo group. 
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Figure 4, (Study I). Long-term expression test and observational learning. A. Amygdala responses to the 

observational US predicted enhanced psychophysiological fear responses in the Naltrexone, but not the 

Placebo, group 72h later. B. Amygdala responses to the observational US were enhanced in the 

Naltrexone group compared to the Placebo controls specific response to obs US and no obs US trials). 

‘Obs US’ refers to responses to the observational US and ‘no obs US’ to responses to CS+ outcomes that 

are not followed by the US. The error-bars represent the standard error of the mean and T-maps are 

superimposed on an average structural image with a threshold of p(FWE, wholebrain) < 0.05 for 

illustrative purposes. Asterisks indicate significant differences between groups. 
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Figure 5, (Study I). Temporal dynamics during observational threat learning. A. Brain BOLD responses 

to the observational US in the Naltrexone compared to the Placebo group resampled to 1 cubic mm 

voxels. B. Blockade of opioid receptors in the Naltrexone group enhances responses towards the 

observational US in the PAG and midline thalamus compared to Placebo controls. ‘Obs US’ refers to 

responses to the observational US and ‘no obs US’ to responses to CS+ outcomes that were not followed 

by the US. C. Temporal dynamics of the midline thalamus (upper) and PAG (lower) indicates 

diminishing responses to the observational US as a function of learning in the Placebo group and 

sustained observational US responses in the Naltrexone group. 

4.2. Study II: The face value of feedback: Facial behavior is shaped by goals and punishments in 

interactive dyads.  

4.2.1 Study II: Background and rationale 

Daily life includes a series of social challenges that can be managed by learning to change one’s own 

behavior by reflecting on past experiences. For instance, if another person approaches you with an angry 

facial expression, your response to that person is most certainly highly important for the outcome of that 

encounter. You may choose retaliate by forming an angry expression in response, thereby potentially 

enter a dangerous circumstance, or adopt a more cautious approach by smiling in order to lower the risk 

of getting harmed. In the case the second approach is chosen and as a result, the other person merely 

walks past you, you can draw the conclusion that in order to not get harmed by that individual, you should 

smile whenever this person displays a harmful intent toward you. Adaptive and active adjusting of one’s 

social, communicative behavior is crucial in order to remain safe in social environments (Jack & Schyns, 

2015; Olsson, Knapska, & Lindström, 2020; Wang & Hamilton, 2012). Hence, an vital question to 

address is what the underlying mechanisms of learning and deciding about, our facial behaviors upon 

interaction with other individuals are in dangerous social situations. Thus, we developed a new method 

based online biofeedback where electromyography (EMG) signals from the participants’ face were 

registered when they interacted with other target interactants (facial stimuli) forming dynamic facial 

expressions in order to study this research question. The possible aversive consequence of choosing the 

‘wrong’ expression was modelled by the pending threat of receiving mild electrical stimulation as a 

function of smiling and frowning towards the other target interactants. In summary, the participants 
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learned to avoid shocks through trial-and-error by expressing the same (congruent) or different 

(incongruent) expression to the presented target face. We measured the participants’ correct response 

(CR) and response time (RT) during this experimental manipulation. 

4.2.2 Study II: Pilot studies summary 

We ran two pilot studies for Study II in order to reach the final design. The first pilot study was used to 

develop and finalize the biofeedback method of Study II by addressing technical bugs and errors (N = 

34). The second pilot study was similar to the main experimental manipulation in Study II, with the 

exceptions that it consisted of fewer trials (64 vs. 96) and that this second pilot study included 

probabilistic outcomes (N = 20). To clarify, we used the design presented in Figure 2, with the difference 

that participants did not always avoid an electric shock upon forming the correct facial expression and nor 

did they always receive an electric shock upon forming the incorrect facial expression. Instead, we used 

an optimal and suboptimal outcome version of the experimental manipulation in Study II, whereby, 

participants had a 75% chance to avoid an electric shock upon forming the correct (optimal) response 

while they had a 25% risk of receiving a shock upon forming the incorrect (optimal) response. The data 

retrieved from the second pilot study was used to estimate the sample size for Study II using a power 

simulation method described (Gelman, & Hill, 2010). 

4.2.3. Study II: Results and conclusions 

In summary, we established a new online biofeedback methodology in order to study aversive learning 

during individuals exchange facial expressions with each other. More specifically, we modelled social 

scenarios where facial expressions formed toward stranger target interactants could result in genuine 

aversive consequences if the “incorrect” facial expression was formed. In addition, we demonstrated that 

participants improved their facial expression selection throughout the simulated interactive dyads in order 

to avoid aversive feedback. This result validates our novel biofeedback method that we originally set out 

to test for its validity. Additionally, we observed a noticeable congruency effect where we showed that 

participants performed better, i.e., improved correct response (CR) in the congruent condition vs. the 

incongruent condition. These results indicate that congruently exchanging facial expressions facilitates 

the learning process of adjusting one’s own facial expressions, thus decreasing likelihood of choosing an 

incorrect facial expression. Illustrations of mean CR modulated by Expression and Congruency are shown 

in Figures 6 and 7. Furthermore, drift-diffusion models (DDM) were used to capture the information 

processing underlying the selection and timing parameters of facial responses. In our DDM models, we 

showed that congruency influenced both the drift rate and boundary separation parameters of the model. 

The greater boundary separation for the congruent vs. incongruent conditions indicated that participants 

were less likely to commit speed-accuracy trade-off errors in congruent trials since they responded more 

slowly in these trials. However, the greater drift rates for congruent trials resulted ultimately in both faster 

average response times and correct responses as we observed in the congruent conditions. A graphical 

summary of our DDM models is illustrated in Figure 8. 
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Figure 6, (Study II). Average correct response as a function of Congruency and Expression. Participants 

performed on average better in the congruent condition. Note. Target Expression refers to the facial 

expression formed by the target interactant. Error bars represent standard error (SE). 

 

 

Figure 7, (Study II). Average response times (seconds) as a function of Congruency and Expression. 

Participants performed overall faster on congruent trials. Note. Target Expression refers to the facial 

expression formed by the target interactant. Error bars represent standard error (SE). Y-axis is truncated. 
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Figure 8, (Study II). Histograms over posterior contrasts for parameters of the drift diffusion model. A. 

Contrast between congruency conditions, marginalizing over target expression, on the drift rate. B. 

Contrast between target expression on drift rate, marginalizing over congruency conditions. C. Contrast 

between congruency conditions, marginalizing over target expression, on boundary separation. D. 

Contrast between target expression on boundary separation, marginalizing over congruency conditions. E. 

Contrast between target expression on starting point bias parameter. 

4.3. Study III: Facing threat: Facial but not learned dominance affects learning of optimal facial 

expressions in incentivized social interactions. 

4.3.1 Study III: Background and rationale 

The reality of social interaction is far more complex than our paradigm in Study II and thus, the 

experimental paradigm in Study II suffers from a limited generalizability to real world social phenomena. 

We therefore set out to extend the ecological validity in Study III by examining if a socially relevant 

facial traits such as facial dominance (Oosterhof & Todorov, 2008) affected the interactive decision-

making process involved in the exchange of facial expressions.  

The human face is a rich and multi-dimensional source of information to which we ascribe both stable 

features, such as facial dominance on an anatomic basis (Oosterhof & Todorov, 2008), and transient 

behavioral characteristics, such as emotions and intentions, such as, the intention to harm when displaying 

a frown (Tamir & Thornton, 2018). Past research has shown that dominant facial traits, such as increased 

jaw-size and pronounced eyebrow ridge are perceived as more masculine and threatening than the 
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inverted traits (smaller jaw-size and less pronounced eyebrow ridge) (Holzleitner et al., 2014; Todorov et 

al., 2013). Facial dominance also predicts successful social outcomes in different settings, such as 

advancement in military ranking (Loehr & O’Hara, 2013) and election outcomes (Lenz & Lawson, 2011; 

Olivola et al., 2014, 2012). Additionally, increased allocation of selective attention toward dominant faces 

among perceivers have been demonstrated in previous studies whereby attentional biases were shown 

towards high dominance-based status in gaze cue paradigms (Cheng, Tracy, Foulsham, Kingstone, & 

Henrich, 2013; B. C. Jones et al., 2010; Maner et al., 2008). Furthermore, in facial stimuli flash 

suppression tasks, dominant faces are detected more readily than non-dominant faces (Abir, Sklar, 

Dotsch, Todorov, & Hassin, 2018a).  

Whereas previous research has investigated how people perceive and respond to both dominance cues and 

facial expressions, there is no prior research investigating the question of how dominance cues and 

transient facial expressions interact to shape one’s own facial expressions during facial expression 

exchange. This is important as the exchange of facial expressions, such as the mutual exchange of smiles 

when greeting, is paramount to successful social interactions in a wide range of settings, from the 

hierarchy in a workplace to attracting sexual partners (R. Sapolsky, 2004; R. M. Sapolsky, 2005). We 

applied the experimental method developed in Study II (Yi et al., 2021) to examine the principles of 

learning and response selection governing facial interactions with dominant and non-dominant social 

interactants (the facial stimuli that the participants exchanged facial expressions with).  

4.3.2 Study III: Pilot studies summary 

We ran three pilot studies for Study III in order to reach the final design. The first pilot experiment 

consisted of an in-group vs. out-group manipulation where we used northern European faces as in-group 

stimuli and middle-eastern faces (van der Schalk, Hawk, Fischer, & Doosje, 2011b) as out-group stimuli 

using the experimental task designed in Study II (N = 17). In the second pilot study we used dominant vs. 

non-dominant facial stimuli (Oosterhof & Todorov, 2008) with an experimental design consisting of four 

blocks. In the first block participants encountered either two dominant or two non-dominant interactants 

(whether or not dominant or non-dominant interactants were presented or not in the first block, was 

counterbalanced across participants.). If in the first block, dominant interactants were presented, non-

dominant interactants were presented in the subsequent block and vice versa if non-dominant faces were 

presented in the first block. Hence, after transitioning from one block to another, the dominance status of 

the interactants was always changed. The third pilot study was identical to the experimental manipulation 

in Study III (N = 15), Experiment 1 and the data from the third pilot study was used to estimate the 

sample size for Study III using a power simulation method described (Gelman, & Hill, 2010). 

4.3.3 Study III: Results and conclusions 

Firstly, we observed clear effects of congruency in all three Experiments of Study III where participants 

performed better (higher CR) on congruent trials compared to incongruent trials replicating the findings in 

Study II. Secondly, in Study III, Experiment 1 (Punishment) and Experiment 2 (Reward), participants 

responded particularly fast (fast response times) to anatomically dominant interactants when these 

interactants were forming angry frowns compared to when the same dominant interactants formed happy 

smiles. Furthermore, unlike Study II, participants did not respond faster on congruent vs. incongruent 

trials in Experiment 1 and Experiment 2. Seemingly, the influence of facial dominance cancelled out the 

effects of congruency on response times by overriding its effects. A possible explanation for the lack of 

faster RT on congruent vs. incongruent trials might be due to the reason that dominant faces (Oosterhof & 

Todorov, 2008) are detected more readily than faces manipulated across other social dimensions (Abir et 

al., 2018a). Thirdly, in Experiment 1 (Punishment) and Experiment 2 (Reward), participants responded 
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particularly fast to facially dominant interactants when these interactants were forming angry expressions 

(Fig. 4d, Fig 4e), suggesting increased likelihood of speed-accuracy trade-off errors toward angry 

dominant interactants. To clarify, participants responded particularly quickly toward target angry 

dominant interactants (often through reciprocation) and performed poorly during these interactions (low 

CR). Additionally, in Study III, Experiment 3, we did not observe any main effect nor interactions 

effects of the dominance hierarchy manipulation during the main experimental manipulation even though 

the dominance hierarchy manipulation was successful as shown in Figure 11. However, Experiment 3 

might have been underpowered compared to Experiment 1 & 2 since in Experiment 3, we only included 

29 participants. Conclusively, we can state that facial dominance according to (Oosterhof & Todorov, 

2008) influences the learning process of optimizing facial expression in interactive dyads, in both 

aversive and reward learning contexts. Figure 9 and Figure 10 summarize the findings in all three 

experiments in Study III using CR and RT as dependent variables respectively.  

 

 

Figure 9. Correct Response results from Experiment 1, Experiment 2 and Experiment 3 a, In Experiment 

1, CR was higher on congruent than incongruent trials. b, In Experiment 2, CR was higher on congruent 

than incongruent trials as in Experiment 1. c, In Experiment 3, CR was higher on congruent than 

incongruent trials as in Experiment 1 and Experiment 2. d, In Experiment 1, participants performed 

particularly poorly on trials where they had to respond with smiles to dominant interactants forming angry 
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expressions. e, Participants performed particularly poorly on the condition when they had to respond with 

smiles to dominant interactants forming angry expressions in Experiment 2, however, this effect was not 

as pronounced as in Experiment 1. f, We did not observe any interaction effects of congruency, 

expression or dominance in Experiment 3. Note. Target Expression refers to the emotional expression 

formed by the target interactant. Error bars represent standard error (SE). All the y-axes in this figure are 

truncated. The presented data in this figure consist of raw data and not a model fit. 

 

 

Figure 10. Response time results from Experiment 1, Experiment 2 and Experiment 3. a, Participants did 

not respond faster on congruent trials vs. incongruent trials in Experiment 1. b, Participants did not 

respond faster on congruent vs. incongruent trials in Experiment 2 as in Experiment 2. c, Participants did 

not respond faster on congruent vs. incongruent trials in Experiment 3 as in Experiment 1 and Experiment 

2. d, In Experiment 1, participants responded faster on dominant vs. non-dominant interactants and this 
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effect was enhanced whenever a dominant face frowned vs. smiled. e, In Experiment 2, participants 

responded faster on dominant vs. non-dominant interactants and this effect was enhanced whenever a 

dominant interactant frowned vs. smiled as in Experiment 1. f, In Experiment 3, we did not find any 

effects of dominance or congruency. Error bars represent standard error (SE). Note. Target expression 

refers to the emotional expression formed by the target interactant. All the y-axes in this figure are 

truncated. The presented data in this figure consist of raw data and not a model fit. 

 

 

Figure 11 (Study III). Social rank discrimination score (SRDS) increased as a function of trials. Error 

bars represent standard error (SE). The y-axis in this figure is truncated. The presented data in this figure 

consists of raw data not a model fit. 
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5.  Discussion 

Improved knowledge of how we learn from aversive experiences in social contexts is critical for 

understanding human interactive behavior. The overarching aim of the studies presented within this 

thesis was to investigate how aversive learning is influenced by observing and interacting with others’ 

facial expressions. Principally, we aimed at developing experimental paradigms and methods to capture 

these effects and to model ecologically valid real-life scenarios pertaining to these phenomena. In Study 

I, we examined the role of the opioid system during observational threat learning from others’ distress 

responses, and we found that blocking opioid receptors resulted in enhanced and persistent threat 

conditioning. In Study II, we developed a novel biofeedback method based on EMG signals whereby we 

validated our new method by showing that learning to optimize facial expressions in interactive dyads is 

modulated by the congruency of responses and the facial expressions of the interactant. Study III 

showed that facial dominance (Oosterhof & Todorov, 2008) influenced learning in both aversive and 

reward learning contexts. Additionally, we observed that participants responded particularly fast to angry 

dominant interactants by habitually reciprocating their angry facial expression.  

We showed that learning about threats through observing others is regulated by opioid receptors similar 

to how opioid activity regulates learning of direct threat in Study I (Eippert et al., 2008). Our findings 

propose a novel neuropharmacological perspective of observational threat conditioning that is of 

relevance to understand social threat learning responses. Observational threat learning likely shares 

fundamental associative learning mechanisms to direct learning of threats (C. Heyes & Pearce, 2015). 

Previous studies in humans and a range of other animals have demonstrated that social transmission of 

defensive responses toward danger cues is highly effective (Debiec & Sullivan, 2014; Jeon et al., 2010; 

Knapska et al., 2006; Mineka & Cook, 1993; A Olsson et al., 2007b; A Olsson & Phelps, 2004) and 

Study I provides novel evidence that our opioid circuitry assists us to flexibly adapt to harmful and 

dangerous situations based solely on observational social information, despite the lack directly 

experienced harm. Our results are also aligned with earlier research showing that our opioidergic 

learning circuitry translates painful and aversive events into expectations (Büchel, Geuter, Sprenger, & 

Eippert, 2014; McNally et al., 2011). This circuitry includes subcortical structures such as the amygdala, 

PAG and the medial thalamus, together with the medial prefrontal cortex (McNally et al., 2011). 

Additionally, our finding showing that the temporal dynamics of the PAG is predictive of observational 

threat learning is in line with relatively recent findings in animals, revealing that prediction error coding 

in the PAG and the amygdala, modulates the degree of aversive memory consolidation during learning 

from direct aversive experiences (Ozawa et al., 2017). While past research has shown that this opioid-

related brain circuitry computes predictions of directly experienced outcomes, our results provide 

evidence that these processes are also involved in outcomes pertaining to observational learning. Our 

results are also in line with past research demonstrating that observational reward learning relies on 

similar neural mechanisms that process directly experienced outcomes across various species (Behrens et 

al., 2008; Burke, Tobler, Baddeley, & Schultz, 2010; Chang et al., 2015; Chang, Gariépy, & Platt, 2013; 

Mobbs et al., 2009a) Therefore, this opioid-related circuit may code for representations of not only direct 

aversive outcomes, but also, indirect ones.   

In Study I, we provide evidence for a novel neurobiological mechanism of social threat learning with 

limitations. However, future studies should explore the influence of opioid antagonists in other important 

forms of social learning such as instrumental threat learning (such as in Study II and Study III) in order 

to test for generalizability of the effects observed in this Study I. The results from Study I shows that our 

own endogenous opioids which alleviate our experience of direct pain, also plays a role in encoding social 

threat learning from pain that is transmitted solely through observation. In summary, social learning 

mechanisms might rely on opioidergic circuitry which is responsive to direct pain in order to learn more 

effectively through observational learning without the cost of a direct experience. 
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Moving on to Study II, we developed a new online biofeedback method to model aversive learning 

when participants exchanged facial expressions with unknown target interactants where inappropriate 

facial behavior had real and aversive consequences for the participant. Firstly, we showed that 

participants learned to improve their facial behavior in this task. Secondly, participants performed 

especially well when they had to respond congruently to the interactants showing that congruency 

facilitates facial expression optimization during facial expression exchange. In our DDM analyses, we 

observed a greater boundary separation for the congruent vs. incongruent conditions which indicates that 

participants were less likely to perform speed-accuracy trade-off errors in congruent vs. incongruent 

trials due to engaging in slower responses in congruent trials. However, we also observed greater drift 

rates for congruent vs. incongruent trials which ultimately resulted in both faster average response times 

and higher rate of correct responses as we observed in the congruent conditions vs. incongruent 

conditions. Also, we observed that participants performed better on trials where the target interactant 

smiled compared to when they frowned according to our expectations. Furthermore, this effect was 

enhanced when the participants had to respond congruently to a smiling target stimulus vs. a frowning 

target stimulus as revealed by our mixed effect models (Fig. 6). These results were expected since 

congruent responding to frowns is more likely to result in aversive social outcomes than congruent 

responding to smiles (Hess & Fischer, 2013; Keltner & Haidt, 1999; Parkinson, 2011).  Moreover, our 

DDM results provided an additional possible explanation for this result since we showed that there was a 

bias to reciprocate smiling interactants over frowning interactants. Conclusively, our findings pertaining 

to the effects of target expression provide novel insights into social-contextual views of emotional 

mimicry (Hess & Fischer, 2013; Keltner & Haidt, 1999; Parkinson, 2011) by showing that the increased 

tendency to reciprocate smiles vs. frowns is not caused by differences in the rate of evidence 

accumulation toward choosing to form either expression (drift rate), but instead, we show that less 

evidence is required on average to reciprocate a smile vs. a frown (bias). Ultimately, we hope that our 

findings and methodological advancements will aid theorists developing models of facial mimicry and 

our use of DDM decomposition will likely be of considerable further use when coupled additional neural 

and physiological correlates where the aim is to further the understanding of mechanistic elements 

underlying the decision-making process of facial information exchange.  

In Study II, we aimed at developing a novel experimental model to investigate real-time exchange of 

facial information involving feedback with the goal of opening avenues to study increasingly complex 

versions of social interactions. In reality, our interaction partners also differ across various socially 

relevant dimensions such as facial features such as gender, age, dominance and trustworthiness 

(Oosterhof & Todorov, 2008) and these elements influence the interactive decision-making process 

involved in the exchange of facial expressions. Hence, we proceeded to conduct Study III in order to 

further complement and extend upon Study II.  

In Study III, we used the novel method developed in Study II to examine instrumental learning to adjust 

facial expressions as a function of facial and learned dominance as well as feedback type (punishment vs. 

reward). Firstly, we found that participants performed better on average (higher CR) whenever 

anatomically non-dominant vs. dominant faces were presented regardless of whether the nature of the 

feedback was punishment or reward in Experiment 1 & 2 respectively. Secondly, we observed clear 

effects of congruency in all three Experiments of Study III where participants performed better (higher 

CR) on congruent trials vs. incongruent trials. Also, in Study II, using the same paradigm, without 

manipulating facial dominance, participants responded faster on congruent vs. incongruent trials (lower 

RT). However, in Study III, participants did not respond faster on congruent vs. incongruent trials in 

Experiment 1 and Experiment 2. In Study III, in Experiment 1 and Experiment 2, participants responded 

particularly fast to anatomically dominant interactants (main effect). Similarly, previous research has 

shown that the facial dominance dimension (according to Oosterhof and Todorov (2008) facilitates 

detection of facial stimuli flash suppression tasks (Abir et al., 2018). Abir et al., 2018 showed that 

increasing facial dominance facilitates conscious detection of faces (expressionless faces). In other 
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words, anatomical facial dominance seems to have enhanced faster response times to a target interactant 

irrespective of whether they were smiling or frowning. Taken together, this suggests that facial 

dominance may override response conflicts caused by congruent vs. incongruent visuomotor 

contingencies. In order to further resolve the question regarding whether this is the case or not, future 

studies should rely on methods such as electroencephalography to test for whether attention toward 

dominant faces with neutral facial expressions evokes faster event-related potentials (Henry, 2006) than 

to smiling or frowning dominance-neutral faces. Additionally, in Experiment 1 and Experiment 2 within 

Study III, participants responded faster to smiling non-dominant faces vs. smiling dominant faces while 

responding faster to angry dominant faces vs. smiling non-dominant faces. It has previously been shown 

that participants are faster at detecting angry facial expressions on male faces compared to female faces 

and vice versa on smiling facial expressions (Öhman, Juth, & Lundqvist, 2010). Furthermore, facial 

masculinity is also very highly correlated with facial dominance and threat (Todorov et al., 2013) so it is 

not unreasonable to assume that angry and happy facial expressions are detected differently as a function 

of facial dominance. Indeed, past research has demonstrated that highly dominant faces are no longer 

perceived as dominant if threat elements are removed from these faces (Todorov et al., 2013), hence, 

facial dominance and facial threat and masculinity seem to be intricately linked with each other. 

Conversely, when exchanging facial expressions with facially non-dominant interactants in Experiment 1 

and Experiment 2, participants responded faster to smiling non-dominant interactants (punishment in 

Experiment 1 and reward in Experiment 2 respectively.) vs. smiling dominant interactants (Fig. 5). Our 

data suggests that the interaction of facial dominance and the emotional expressions of these interactants 

influence the speed at which we respond with our own facial expressions to these interactants. Future 

studies should use drift-diffusion models (Ratcliff & McKoon, 2008) in order to validate and to test for 

the underlying mechanisms of a speed-accuracy tradeoff in similar data sets. 

In Study III, Experiment 3, we did not observe any effects of the dominance hierarchy learning neither 

in regards to CR or RT as dependent variables respectively. Our previous study (Haaker, Molapour, & 

Olsson, 2016) observed enhanced acquisition and more persistent extinction of learned threat responses 

toward dominant interactants in a classical Pavlovian threat-conditioning paradigm. Similarly, to 

previous studies (Haaker et al., 2016; B. C. Jones, DeBruine, Little, Watkins, & Feinberg, 2011), 

participants learned over trials to distinguish which interactants were dominant and non-dominant 

respectively (see fig. 11). However, the ensuing main experimental manipulation in Study III, 

Experiment 3 was an instrumental learning task which was a fundamentally different procedure than a 

classical threat-conditioning paradigm used in (Haaker et al., 2016; R. M. Jones et al., 2011). In Study 

III, Experiment 1 and Experiment 2, the facial dominance cues were reinforced in every trial during the 

experimental manipulation (e.g. dominant or non-dominant at each trial). However, in Study III, 

Experiment 3, the dominance hierarchy manipulation took place prior to the experimental manipulation 

and the different facial dominance status was not relevant to correctly respond to the task in the 

experimental manipulation. Therefore, memories of the dominance hierarchy knowledge (measured by 

SRDS) may have suffered from extinction during the experimental manipulation. However, Study III, 

Experiment 3 still provides evidence that that the learned dominance hierarchy of others’ as described in 

(Haaker et al., 2016; R. M. Jones et al., 2011) does not influence an immediately following instrumental 

learning task while it affects an immediate onset of Pavlovian conditioning task. In the future, to control 

for possible extinction of the memories of SRDS it would be important to check for dominance hierarchy 

knowledge upon completion of the experimental task which was not included in Experiment 3.   

In summary for Study III, we extended on the method developed in Study II to simulate aversive 

learning in facial expression exchange by adding the additional dimension of facial dominance (Oosterhof 

& Todorov, 2008).  We replicated the findings that participants performed better on congruent vs. 

incongruent trials across all three experiments. Furthermore, we demonstrated that facial dominance 

(Experiment 1 and Experiment 2) influenced the gradual learning process of facial expression selection. 

Particularly in the sense that participants performed poorly toward angry dominant interactants. Our aim 
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was to provide an experimental model of real-life interactive exchange involving facial information 

pertaining to both facial expressions as well as facial dominance in conjunction with punishment and 

reward modalities of feedback. We hope that this Study III opens up new avenues to study increasingly 

complex aspects of social interactions.  

 

So how do we learn from other’s facial expressions as well as learn through interacting with the facial 

expressions of others? The studies presented within this thesis propose potential explanations for why and 

how individuals might respond to the facial expressions of other interactants due to different social 

contexts. We also describe the limitations of our paradigms. First, Study I showed that our endogenous 

opioid system code for social threat learning mechanisms from pain that is transmitted through the 

observation of others’ facial expressions. However, it still remains unclear whether the opioid system is 

involved in other forms of social threat learning other than observational threat learning. For example, 

these findings pertaining to the opioid system might generalize to other forms of social threat learning. 

Therefore, future studies, both behavioral and neuronal relating to social threat learning, have to be 

conducted in order to make assertive claims of how the opioid system mediates social learning on a 

holistic level. Secondly in Study II, we observed that learning to respond to others’ facial expressions 

was facilitated by basic congruency mechanisms as revealed by our DDM and RL models. However, the 

expression of the target interactant influenced the learning process of choosing the “correct” facial 

expression in order to avoid shocks since participants were better at learning to respond to smiles vs. 

frowns. In other words, not only are basic visuomotor mechanisms important to successful facial 

expression communication in everyday life, the emotional expressions of the interactant’s face are likely 

to be determine how successful you are in adjusting your facial behavior. For instance, our results 

suggests that if you encounter a person who glances angrily towards you, you are less likely to be 

successful in adjusting your facial expressions toward that person regardless of whether that person wants 

you to reciprocate his angry facial expression or not. Consequently, it seems as though people are on 

average, likely to be better at learning to optimize their facial behavior whenever they are approached in a 

more welcoming and non-confrontational manner (e.g. a smile). However, these learning preferences are 

likely to vary among individuals and future studies should control for personality (Jhon, P.O, & S, 1999). 

Thirdly in Study III, we observed that participants seemed to associate dominant facial traits with anger 

and threat. As a result, the participants readily reciprocated the angry facial expressions of dominant 

target interactants while they readily reciprocated the happy facial expressions of non-dominant target 

interactants. Conclusively, not only do the facial expressions of an interactant have an intrinsic emotional 

valence which influence learning and decision-making during facial expression communication, but 

socially relevant features such as anatomical facial dominance seem to influence this process as well. 

Hence, my thesis proposes that in social settings, learning through observing other’s facial expressions as 

well as learning through interacting with others’ facial expressions, are both crucial to avoid aversive 

outcomes. The facial expressions of others transmit social information that needs to be attended with 

utmost priority in order to choose an appropriate social action. By merely observing another individual 

experience an aversive outcome when this individual interacts with an object, you can learn to avoid 

danger from that object without having to experience the direct aversive event yourself. Similarly, as 

mentioned above, if another individual suddenly approaches you with an angry facial expression, how 

you respond is likely to be critical for the outcome of the encounter. You may take a confrontational 

approach and reciprocate the angry expression, thus risking conflict, or take a more submissive approach 

by smiling, and thereby increase the chances of avoiding harm. In other words, we make qualitative 

distinctions to facial expressions and facial characteristics of others which in turn, influence our social 

responses to them in order to avoid harm. 
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6. Conclusion 

In sum, it is clear that basic social information such as facial expressions and facial attributes are highly 

influential on social aversive learning. Our own neuronal circuitry such as the opioid system may shape 

the learning process of how facial expressions of others function as a social learning mechanism to avoid 

threatening outcomes. Moreover, both facial expressions and socially relevant facial attributes of 

interactants are essential sources of information in order to avoid negative and aversive social outcomes.  

7. Points of perspective 

We hope that the results presented in this thesis will contribute to the important pursuit of increasing our 

understanding of how facial information influence aversive learning and decision-making during daily life 

social settings. Through translational efforts, our findings might also hold a promise for a better 

understanding of the underlying neuronal and cognitive mechanisms of many psychological dysfunctions 

characterized by impaired learning and decision-making in social situations. 
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