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ABSTRACT 

 

HIV-1 has the ability to rapidly diversify and adapt to changes in its 
environment, such as evading the host immune response, altering cell tropism, 
and developing resistance to antiretroviral drugs. Minority HIV-1 variants have 
been shown to be of clinical significance, especially those with non-nucleoside 
reverse transcriptase inhibitor (NNRTI) drug resistance mutations or 
determinants of CXCR4 phenotype (X4-virus). In this thesis a next generation 
sequencing technology, ultra-deep pyrosequencing (UDPS), has been used to 
dissect HIV-1 quasispecies in infected patients to study the evolution of drug 
resistance and cell tropism. The depth of UDPS depends on the number of viral 
templates that can be successfully extracted and amplified from a plasma sample, 
the error rate of PCR and UDPS, and the efficiency of cleaning the UDPS data from 
such errors. For this reason, we developed an experimental design that allows 
high recovery of HIV-1 templates and an efficient data cleaning strategy. Our data 
cleaning strategy reduced the UDPS error rate approximately 10-fold. We 
carefully evaluated the performance of our UDPS protocol and found that the 
repeatability of detection of major as well as minor variants in patient plasma 
samples was good. This indicated that the experimental noise introduced during 
RNA extraction, cDNA synthesis, PCR and UDPS was low. However, for rare 
variants in vitro PCR recombination and effects of sequence direction need to be 
considered. Finally, the design of primers for PCR amplification is of special 
importance during UDPS, since we observed that primer-related selective 
amplification can skew the frequency estimates of genetic variants.  

 
We investigated the levels of pre-existing drug resistance mutations in plasma 
samples from five treatment-naive patients. In four of five patients we found low 
levels of pre-existing drug resistance mutations at two positions (M184I, 
T215A/I), whereas other mutations (M184V, Y181C, Y188C and T215Y/F) were 
not detected. During treatment failure and treatment interruption, we found 
almost complete replacement of wild-type and drug-resistant variants, 
respectively. This implies that the proportion of minority variants with drug 
resistance in patients with previous treatment failure or transmitted drug 
resistance can be too low to be detectible even with highly sensitive UDPS. In 
another study, the HIV-1 populations from three patients with HIV-1 populations 
that switched coreceptor use were investigated longitudinally. UDPS analysis 
showed that the X4-virus that emerged after coreceptor switch was not detected 
during primary HIV-1 infection (PHI) and that the X4 population most probably 
evolved from the CCR5-using population during the course of infection rather than 
was transmitted as minor variants. Moreover, one to three major variants were 
found during PHI, supporting that infection usually is established with one or just 
a few viral particles.  
 
The frequency and type of errors that occurred during UDPS were investigated. 
The errors that remained after data cleaning were significantly more often 
transitions than transversions, which indicates that a substantial proportion of 
errors were introduced during PCR rather than UDPS itself. This affects the limits 
of detection of minority mutations since UDPS analyses of HIV-1 are preceded by a 
PCR step. To further reduce the UDPS error rate we developed a new, improved  



 

 

 
 
 
 
methodology, based on re-sequencing of molecularly tagged template molecules. 
Preliminary results showed that this method has the potential to increase the 
sensitivity of UDPS analyses 1000-fold and thus is close to error-free.  
 
Taken together, this thesis adds knowledge on the use of UDPS to gain new 
insights in HIV evolution and resistance and is relevant for the possible future 
clinical use of this technology.  
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1 AIMS 

 

The specific aims of my thesis were: 
 
 
Paper I  To investigate, by ultra-deep pyrosequencing (UDPS), the presence 

of drug resistance mutations in treatment naïve HIV-1 infected 
patients and the dynamics of drug resistance development and 
reversion during treatment initiation and discontinuation.  

 

Paper II  To evaluate the quality and reproducibility of the UDPS technology 
in analysis of HIV-1 pol gene variation. 

 
Paper III  To investigate if CXCR4-using virus is present as a minority species 

already during primary HIV-1 infection in patients whose virus 
later switches to CXCR4 use.  

 
Paper IV To investigate the characteristics and source of errors introduced 

by UDPS and to develop methods to reduce the error frequency. 
  



 

2 

 



 

  3 

2 THE HUMAN IMMUNODEFICIENCY VIRUS 

 

 

2.1 THE BEGINNING OF THE HIV PANDEMIC 

The origin of the human immunodeficiency virus (HIV) virus has been traced to 
the simian immunodeficiency viruses (SIV), found in African apes and monkeys 
[1-3]. HIV-1 was introduced to humans through several cross-species 
transmissions that are estimated to have occurred during the first part of 
twentieth century in West Central Africa [3-5] but it was only about 30 years ago 
the recognition and identification of the virus began. In 1981 opportunistic 
ÄÉÓÅÁÓÅÓȟ ÓÕÃÈ ÁÓ 0ÎÅÕÍÏÃÙÓÔÉÓ ÃÁÒÉÎÉÉ ÐÎÅÕÍÏÎÉÁ ÁÎÄ +ÁÐÏÓÉȭÓ Óarcoma, along 
with immune suppression was reported in young, previously healthy 
homosexual men in New York City and California [6, 7]. Additional opportunistic 
complications were soon described, including mycobacterial infections, 
toxoplasmosis, invasive fungal infections, and non-Hodgkin's lymphoma. The 
disease was given the name acquired immunodeficiency syndrome (AIDS) [8] 
but the cause of the disease remained unknown for two more years. The first 
clear evidence that AIDS was caused by an infectious agent came when a child 
who received a blood transfusion died of AIDS related opportunistic infections 
[9]. In 1983, the French researchers Dr Luc Montagnier and Dr Francoise Barre-
Sinoussi isolated HIV [10] and in 2008 they received the Nobel Prize for their 
finding. Since the discovery of HIV, extensive research has shed light on one of 
the fastest evolving organisms on earth [11]. The ability to rapidly diversify 
allows HIV to evade tÈÅ ÈÏÓÔȭÓ ÉÍÍÕÎÅ ÓÙÓÔÅÍ [12], alter its cell tropism, and 
develop resistance to antiretroviral drugs [13]. 

2.1.1  Origin of HIV 

SIVs are known to naturally infect approximately 40 different species of Old World 
monkeys and apes in sub-Saharan Africa [14]. The zoonotic transmission events of 
some of these SIVs have resulted in different forms of HIV (type or group) (Figure 

1). The transmissions from West Central African chimpanzees (Pan troglodytes 
troglodytes) and from sooty mangabeys (Cercocebus atys atys) have been 
established as HIV type 1 (HIV-1) and HIV type 2 (HIV-2), respectively [1].  The 
time to the most common recent ancestor (tMRCA) and the origin for HIV-1 and 
HIV-2 have been estimated using phylogenetic analyses and sequence data with 
known sampling dates. The result from these studies suggest that the tMRCA for 
HIV-1 and HIV-2 dates back to 1910 [4] and 1940 [15], respectively. 
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Figure 1 . Evolutionary history of the primate lentiviruses. Maximum likelihood tree of the viral pol 
gene. (Kindly provided by Helena Skar). 

 
Interestingly, it has been shown that SIV has been present in African primates for 
more than 32 000 years [16]. Thus, transmission of SIV to humans has been 
possible also in the past, however why only the transmissions occurring about 
100 years ago where successful remains unknown. This may be explained by  
social and behavioral changes such as migrations, urbanization [4, 5] and 
colonization, together with war and health programs [17]. 
  

2.1.2 Global spread 

Since 1981, more than 60 million people have been infected with HIV-1, and more 

than 20 million have died from AIDS related disease. The HIV-1 virus has spread 
to all continents but the most affected part of the world is sub-Saharan Africa, 
where 22.9 million people live with HIV today [18] (Figure 2). In the western 
world, HIV-1 infections are more common among populations at higher risk, such 
as men who have sex with men (MSM), intravenous drug users and immigrants 
[19]. According to UNAIDS, the global spread of HIV appears to have peaked in 
1997, however still the number of people living with HIV is increasing. It  could be 
the refection of combined effects of continued high rates of HIV transmission and 
the beneficial impact of antiretroviral treatment [20]. 
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Figure 2 . The global HIV-1 subtype distribution. Reprinted with permission from [21].  
 

 

2.2  HIV VIROLOGY 

2.2.1 Structure and genome  

HIV belongs to the Lentivirus genus of the Retroviridae family. Retroviruses are 
enveloped viruses that contain two copies of positive-sense single-stranded RNA 

molecules, which are non-covalently ÌÉÎËÅÄ ÁÔ ÔÈÅ υȭ-end. The HIV virus contains a 
conical nucleocapsid that surrounds the viral nucleic acid as well as the viral 
enzymes, reverse transcriptase (RT), protease (PR) and integrase (IN), which are 
required for the early replication events. The envelope consists mainly of host cell 
lipid bilayer membrane together with viral trimeric glycoprotein gp41 covalently 
linked to the external trimeric gp120 (Figure 3). 
 

 
 

Figure 3 . Schematic structure of the HIV particle. Reprinted with permission from [22]. 

  

The HIV genome is approximately 10,000 nucleotides in length. Like other 
retroviruses, it has three major structural genes: group-specific antigens (gag), 
polymerase (pol) and envelope (env) (Figure 4). The HIV-1 gag gene encodes the 
polyprotein precursor p55, which is processed into p24 (capsid), p17 (matrix), p7 
(nucleocapsid), and p6 by the viral protease. HIV-1 pol encodes the viral enzymes 
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PR, RT and IN. The gag and pol genes are produced as Gag or Gag-Pol precursor 

polyproteins that are cleaved by the viral PR into the functional proteins. The env 
gene encodes the viral polyprotein gp160/gp140 that is cleaved into the external 
glycoprotein gp120 and the transmembrane protein gp41, which are important 
for viral attachment to the host CD4 receptor and fusion with the host membrane. 
In addition, HIV-1 has two regulatory genes: tat, rev and four accessory genes: vif, 
vpr, vpu and nef. These genes are important for the viral lifecycle of HIV-1, 
summarized in Table 1.  
 

 

 
 

Figure 4.  The genomic organization of HIV-1.  

 

Table 1. Regulatory and accessory proteins 
Gene/ 
Protein  
 

Time of 
expression  

Present 
in virion  

Function  

tat/Tat  Early No Transactivator of HIV gene expression. It 
binds to the TAR RNA element to facilitate 
initiation and elongation of viral 
transcription.  
 

rev/Rev Early No Regulation of viral expression. Permits un-
spliced mRNA to exit the nucleus into the 
cytoplasm. 
 

nef/Nef Early Yes Negative regulatory factor. Down regulates 
CD4 and MHC class I and class II. 
 

vpr/Vpr  Late Yes Viral protein r. Causes G2/M arrest, thus 
preventing cell division. Vpr is also involved 
in the import of the pre-integration complex 
(PIC) into the nucleus. 
 

vpu/Vpu  Late No Viral protein u. Promotes degradation of 
CD4 in ER and enhances release of virions 
from the plasma membrane. 
 

vif/Vif  Late Yes The virion infectivity factor. It inhibits the 
antiviral APOBEC protein and thus G-to-A 
hypermutations. 
 

 

2.2.2  Replication 

The virus particle infects cells by gp120 binding to the primary receptor, the CD4 
molecule, on the target cell (Figure 5). The CD4 receptor is present on CD4+ T-
lymphocytes, macrophages, monocytes, dendritic cells and microglia cells in the 
central nervous system [23, 24].  After binding, gp120 undergoes conformational 
changes that enable interaction with the coreceptor, most often CCR5 or CXCR4 
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[25], see part 2.4.4 below. Binding to the coreceptor brings the virion in close 

contact to the cellular membrane, allowing a part of gp41 to penetrate the cell 
membrane. This penetration mediates fusion of the virus envelope with the cell 
membrane and release of the viral nucleocapsid into the cytoplasm. The RT 
enzyme present in the nucleocapsid converts ssRNA into dsDNA, inside the 
partially opened capsid. Reverse transcription is primed with a human transfer 
RNA (tRNA) that is bound to the viral RNA inside the virion. Although HIV carries 
two strands of RNA only one DNA molecule is formed per virion [26]. One of the 
two copies of ssRNA is thought to act as an alternative template for reverse 
transcription if the RT encounters a nick or break during reverse transcription 
[27]. The ribonuclease H (RNase H) domain of the HIV polymerase degrades the 

viral RNA after reverse transcription. During the transcription, parts of the long 
ÔÅÒÍÉÎÁÌ ÒÅÐÅÁÔÓ ɉ,42ÓɊ ÁÒÅ ÇÅÎÅÒÁÔÅÄ ÉÎ ÔÈÅ υȭ- ÁÎÄ σȭ-ends of the genome. These 
LTRs are important for the integration process and for transcription and 
translation. The pre-integration complex (PIC) is subsequently transported into 
the nucleus, where the HIV integrase catalyzes the integration of the viral dsDNA 
into the host genome. The integration preferably takes place into active and thus 
open regions of the human genome [28], but integration can also take place in 

resting cells [29-32]. Once integrated the viral DNA is referred to as a provirus 
that remains permanently associated with the host genome. The provirus can 
remain in a latent state (and be passed on to daughter cells by cell division) or be 
activated and transcribed into viral mRNA by the host RNA polymerase II.  
 

 
 

Figure 5 . The replication cycle of HIV-1. HIV-1 enters target cell through interactions with CD4 and 
a coreceptor. The RNA is reverse transcribed and inserted into the host cell genome. Transcription 
and translation is performed by the cellular machinery. New viral particles are assembled at the 
plasma membrane. After budding the viral protease cleaves the Gag-Pol precursor polyproteins 
into functional proteins, which generates a mature infectious virus particle. Adapted from [33].  
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! ÓÉÎÇÌÅ ÐÒÏÍÏÔÏÒ ÉÎ ÔÈÅ υȭ ,42 ÒÅÇÉÏÎ ÍÅÄÉÁÔÅÓ ÔÒÁÎÓÃÒÉÐÔÉÏÎ ÏÆ ÔÈÅ ()6-1 

genome. The LTR region contains binding sites for several transcription factors. 
%ØÐÒÅÓÓÉÏÎ ÆÒÏÍ ÔÈÅ υȭ ,42 ÇÅÎÅÒÁÔÅÓ Á ω-kb primary transcript that has the 
potential to encode all nine HIV genes. The primary transcript can be spliced into 
several mRNA species or packed without further modification into new virion 
particles. The early fully spliced transcripts encode the Nef, Tat and Rev proteins 
in a Rev-independent manner. The Tat protein interacts with the transactivation 
response element (TAR), located downstream of the LTR region, to greatly 
increase the levels of transcription of viral RNAs. Thus the Tat protein plays a key 
role in the activation and maintenance of high levels of transcription from proviral 
DNA [34, 35]. The Rev protein binds to the rev responsive element (RRE) in the 

env region of the HIV mRNA and functions as a carrier of the unspliced or partially 
spliced RNA from the nucleus to the cytoplasm.  
 
The late transcription involves expression of the longer gag, gag-pol, env, vif, vpr 
and vpu mRNAs, which are unspliced or incompletely spliced and therefore 
require Rev in order to be transported to the cytoplasm. All mRNAs are translated 
in the cytoplasm near the endoplasmatic reticulum (ER) by the normal cellular 

transcription machinery. The envelope protein (gp160) is processed in the ER and 
the Golgi complex, where it is cleaved by cellular proteases into the surface 
proteins gp41 and gp120 and heavily glycosylated. Finally, gp41 and gp120 are 
transported to the plasma membrane of the cell. 

 
The assembly of new HIV particles begins at the plasma membrane. Two HIV 
ssRNA molecules together with Gag (p55) poly-protein, Gag-Pol (p160), Vif and 
Vpr associates as the virion begins budding from the host cell. Vpu has not been 
detected in virus particles [36]. The accessory protein Vif counteracts the antiviral 
activity of apolipoprotein B mRNA editing enzyme-catalytic polypeptide-like 3G 
(APOBEC3G), by facilitating its degradation and thus prevents its virion 
encapsidation [37, 38]. APOBEC3G contributes to an innate resistance to 
retrovirus infection by deamination of cytidine (C) to uridine (U) in minus strand 
reverse transcripts, a process that results in guanosine (G) to adenosine (A) 

mutation of the plus strand DNA [39]. Hypermutation usually results in the 
production of replication-incompetent virus due to the introduction of stop 
codons. The A-rich genome of HIV is believed to partly be due to the activity of 

APOBEC3G.  
 
The immature HIV-1 particle buds from the cell, but has poor ability to fuse with 
targets cells because of an interaction between Gag and a cytoplasmic tail of 
gp41[40]. After budding, the viral PR cleaves the Gag structural polyprotein 
precursor into matrix (MA), capsid (CA), nucleocapsid (NC) and p6 proteins [41]. 
These proteins form the mature nucleocapsid and matrix, making the virus 

particle infectious [42]. The viral protease also cleaves the Gag-Pol polyprotein 
into the viral enzymes: PR, IN and RT.  
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2.3 HIV GENETIC VARIATION  

2.3.1 Sources of genetic variation 

HIV is one of the fastest evolving organisms known. Due to the fast evolutionary 
rate, the virus evades the host immune system and has the capacity to develop 
resistance to antiretroviral drugs during suboptimal treatment. There are at least 
six mechanisms that contribute to the high genetic variation of HIV:  
 

I)  The error-prone RT enzyme generates on average 0.1-0.3 mutations 
per genome and replication cycle [43-45] and it is considered to 
account for most of the point mutations seen in HIV-1. These 
mutations remain uncorrected since RT lacks proofreading activity.   

II)  The RT enzyme switches between the two ssRNA strands during 
reverse transcription and it has been estimated that such 
recombination events occur between 2 to 30 times per replication 
cycle [46-48]. For recombination to contribute to evolution the 
template switching needs to result in a novel genetic variant, which 
only happens when the two strands in the infecting virus are different. 
This is referred to as effective recombination rate. The effective 
recombination rate has been estimated to be 1.4±0.6×10Ϻ5 
recombinations per site and generation, which assumes a probability 
of coinfection of about 10% [49]. 

III)  HIV-1 establishes a lifelong infection with continuous replication and 
high viral production rate. In untreated patients approximately 1010 
new virions are produced every day. These virions have an average 
li fe-span of 2-3 days [50-52].   

IV) The immune system exerts a high selective pressure on the viral 
population [53, 54]. Therefore, immune-escape variants often have a 
survival advantage and become subject to positive Darwinian 
selection.   

V) The cellular RNA polymerase II, which transcribes the integrated 
proviral DNA into mRNA, is also error-prone due to a lack of 
proofreading activity.  

VI) Finally, the effect of the cellular enzyme APOBEC3G, may (if not 
completely inhibited by Vif) result in excess G-to-A mutations. 
However, viruses with hypermutations resulting in stop codons are 
nonviable and do not contribute to evolution.   
 

The reason why certain mutations survive to the next generation and eventually 
becomes fixed in the population is dependent on a combination of selective 
pressures, fitness costs and chance events.  
 

2.3.2 Genetic variants of HIV 

The high genetic variability of HIV-1 has a direct effect on within-patient 

evolution. In a patient HIV-1 variants can differ by more than 5%, which is a 
greater genetic distance than between the human and the mouse genomes. In 
addition, the high genetic variability of HIV has given rise to series of 
phylogenetically defined groups and clades (subtypes), seen on the population 
level. To date, HIV-1 is divided into three groups, group M (main), O (outlier) and 
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N (non-M non-O) (Figure 1), which probably represent independent transmission 

events from chimpanzees. In 2006, SIV was discovered among the western 
lowland gorillas (Gorilla gorilla gorilla) and the virus was genetically linked to 
HIV-1 group O and the not yet formally approved fourth group, group P.  However, 
chimpanzees are thought to be the original reservoir for SIVgor as well [55]. HIV-1 
group M has successfully spread to all continents on earth and is further divided 
into nine subtypes (A, B, C, D, F, G, H, J and K) [56]. In addition, more that 50 
circulating recombinant forms (CRFs) have been recognized so far 
(http://www.hiv.lanl.gov ). The CRFs are recombinant viruses which have been 
formed in patients infected with more than one subtype. The HIV subtypes and 
CRFs have spread unevenly around the world. The highest diversity of HIV 

remains in the western part of Africa and despite the potential for divergent 
viruses to spread only a few subtypes have successfully expanded. About 90% of 
the epidemic comprises of four subtypes (A, B, C and D) and two circulating 
recombinant forms (CRFs) (CRF01_AE and CRF02_AG) [57]. HIV-2 is divided into 
group A and B, which both are endemic in West Africa. In contrast to HIV-1, HIV-2 
have had limited spread to other parts of the world. Founder effects, whereby a 
single chance introduction into a naïve population causes massive spread 

probably account for most of the current geographic distribution of HIV genetic 
variants, but human genetics, behavioral factors and possibly viral fitness 
differences may also have contributed.  

 

2.3.3 Methods to study HIV genetic variation 

Genetic variation and the relationship between sequences can be visualized in a 
phylogenetic tree. It can be used to study evolutionary relatedness of different 
organisms or relationship between strains of the same organism. Due to the fast 
evolution of the HIV virus, it is possible to use phylogenetic trees for detailed 
evolutionary and epidemiological studies. The branching-pattern of the tree is 
called the topology and the length of the branches describes their  genetic 
distances, which is related to their evolutionary time. The sequences represented 
by the tips are called taxa. There are several different methods to infer a 
phylogenetic tree. The four main methods are: Neighbor joining, Parsimony, 

Maximum likelihood and Bayesian inference (reviewed in [58]). These methods 
are briefly  described in table 2. 
 
To infer a phylogenetic tree the model of sequence evolution (substitution model) 
first needs to be selected. One of the simplest models assumes that all nucleotides 
occur with the same frequency and that all point mutations occur at the same rate. 
However, since the evolutionary process often is more complex, this method most 
often underestimates genetic changes. For instance, transitions are usually more 
common than transversions. Several different substitution models have been 
proposed to more realistically describe sequence evolution by accounting for 

unbalanced base composition and mutation rates. The most complex substitution 
model is GTR (general time-reversible) model, in which each pair of nucleotide 
substitutions has different rates, i.e. it assumes a time reversible symmetric 
substitution matrix in which A is substituted by T with the same rate as T 
substitutes to A. Mutations rates usually also differ across sites of the genome. 
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There exist several methods to account for these rate variations. The most 

commonly used adds a gamma-distributed rate parameter (G) to the substitutions 
model. Furthermore, information about invariant sites (I), can also be added to the 
model. Thus, GTR+G+I represents a complex model that often recapitulates HIV-1 
evolution fairly realistically. To accurately infer a phylogenetic tree the best-fit 
substitution model, G and I should be estimated from the data. In general, the 
simplest model that adequately explains the data should be used. Several 
programs can be used to obtain the best-fit model, such as jModelTest [59] or 
FindModel (http://www.hiv.lanl.gov/content/sequence/findmodel/findmodel .html). 

 
Table 2. Description of phylogenetic methods 
 
Method  
 

 
Description  

 
Advantages  

 
Disadvantages 

 
Examples of 
Software  
 

Neighbor 
joining 
(NJ) 

Creates a pair-wise 
distance matrix 
describing the 
evolutionary distance 
between sequences, 
which is used to 
construct the tree. 
 

Fast; Works well on 
closely related 
sequences. 

Information is lost 
by compressing 
sequences into 
distances. Does 
not explore many 
tree options. 

MEGA  
[60] 
PAUP* 
 

Parsimony Chooses between trees 
to find the one with the 
least number of 
mutations that 
describes the data.  
 

Relatively fast; 
Works well on 
closely related 
sequences.  

Can perform 
poorly if the 
distances between 
sequences varies.  

PAUP* 
MEGA  
[60] 
 

Maximum 
likelihood 
(ML) 

Uses a statistical model 
to find the tree that has 
the highest likelihood of 
producing the observed 
data given the 
assumptions. 
 

More accurate than 
NJ and Parsimony 
on distantly related 
sequences and/or 
rapidly evolving 
organisms. 
Explores a large 
tree space. 
 

High 
computational 
burden. 

PAUP* 
Phylip 
PhyML [61] 

Bayesian 
inference 

Based on a statistical 
model. Simultaneously 
estimates trees and 
uncertainty for every 
branch. 

More accurate than 
NJ and Parsimony 
on distant 
sequences and/or 
rapidly evolving 
organisms. 
Explores a large 
tree space and 
outputs a collection 
of trees that fit the 
data. 
 

High 
computational 
burden; The prior 
distributions for 
parameters needs 
to be specified.  

MrBayes 
Beast 

     

There are different ways of assessing confidence of the branches in the tree. The 
traditional method is called bootstrap analysis, where the original alignment is 
randomly re-sampled with replacement to produce pseudo-replicate data-sets. 
New trees are inferred on these datasets and offer measurements of which part of 
the tree has higher or lower support. The main drawback of bootstrapping is the 
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computational burden, since the original analysis is repeated for each pseudo-

replicate dataset [58], i.e. at least 100 and often to 1000 times. There are other 
alternatives of assessing confidence of the tree topology such as the approximate 
likelihood-ratio test (aLTR) where the significance of a branch is tested based on 
the null hypothesis corresponding to the assumption that the inferred branch has 
length 0 [62]. Moreover, Bayesian methods have assessment of confidence 
naturally implemented in the methodology. It is important to note that a tree is 
the best attempt to explain the data given the model, which is not necessarily the 
same as the evolutionary history.  
  

 

2.4  HIV INFECTION 

2.4.1 HIV-1 transmission 

Globally, sexual transmission accounts for approximately 80% of all HIV 
infections, where heterosexual intercourse accounts for the majority of 
transmissions [18]. The risk of transmission of HIV-1 is 0.01-0.23% after a single 
heterosexual exposure. Higher viral load and genital ulceration are important  
determinants of HIV-1 transmission per coital act [63]. Transmissions can also 
occur by transfer of contaminated blood through needle stick injuries, the sharing 
of contaminated needles between intravenous drug users or from mother to child 
during pregnancy, in utero, during delivery or postnatal through breastfeeding.  

 
Infectiousness is correlated to the viral load and therefore is especially high 
during primary infection when the viral load temporarily is very high. 
Antiretoviral treatment dramatically lowers viral load and several studies have 
demonstrating its potential for prevention of HIV transmission [64-66]. 
 
Several studies have shown that the HIV-1 diversity is low during primary HIV 
infection (PHI) [67-71] and that most HIV-1 infections probably are established by 
one or a few virus particles [70, 72, 73]. However it is still uncertain if more virus 
particles actually are transmitted but only one or a few viruses grows out. 

Transmission bottlenecks have been seen not only in mucosal transmission, but 
also in infections through intravenous drug use [74]. The diversity has been 
shown to gradually increase during the course of infection in the absence of 
treatment [75-77]. However, the diversity has been suggested to decrease in late 
infection [78]. Furthermore, a reduction in evolutionary rate has been shown to 
coincide with disease progression [79]. 

  

 

2.4.2 HIV-1 infection and pathogenesis 

The course of HIV-1 infection can be divided into three stages: the acute stage, the 

chronic stage and AIDS. Immediately after exposure and transmission, the virus 
cannot be detected in plasma. This so called eclipse phase generally lasts 7 to 21 
days [70, 80, 81]. The reason for this is probably that HIV-1 replicates in the 
mucosa, submucosa and draining lymphoreticular tissues (such as gut-associated 
lymphoid tissue). Ones HIV-1 reaches a concentration of 20 copies per milliliter in 
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plasma it can be detected by quantitative clinical assays. Studies implicate that 

CD4+ T-lymphocytes ÁÎÄ ,ÁÎÇÅÒÈÁÎÓȭ ÃÅÌÌÓ ÁÒÅ ÔÈÅ ÆÉÒÓÔ ÔÁÒÇÅÔÓ ÏÆ ÔÈÅ ÖÉÒÕÓ [82, 83] 
and that monocyte-derived macrophages are generally poor targets as compared 
with CD4+ T-lymphocytes [73]. Studies have shown that HIV-1 rapidly replicates, 
first in the gut-associated lymphoid tissue and then systemically [84], resulting in 
a rapid increasing plasma viral loads to 107 ɀ 108 RNA copies per milliliter at peak 
viremia, which occurs approximately 25 days after infection [81]. In the gut-
associated lymphoid tissue the phenotype of the most productively infected cells 
appears to be the resting CD4+ T-lymphocytes that lack activation markers and 
expressing low levels of the chemokine receptor CCR5 [85]. Instead, many of these 
ÃÅÌÌÓ ÅØÐÒÅÓÓ ÔÈÅ ɻ4ɼ7 integrin receptor [86]. Regardless of the route of 

transmission an irreversible destruction of reservoirs of helper T-lymphocytes, 
especially in the gut-associated lymphoid tissue, is seen which has implications on 
the pathogenesis of HIV infection.  
  
The acute phase, which also is called primary HIV infection (PHI) is characterized 
by high viral loads and the sequential appearance of viral markers and antibodies 
in the blood. Approximately, 50% of patients infected with HIV will develop 

symptoms of acute HIV infection. Early HIV infection can be divided into stages, 
called Fiebig stages [81], based on the detection of HIV-1 antigens and HIV-1-
specific antibodies in diagnostic assays (Figure 6). The acute infection phase is 
divided into five Fiebig stages (I-V) and the early chronic HIV infection is defined 

as Fiebig stage VI, occurring at approximately 100 days following infection.  
 

 
Figure 6 . Early HIV-1 infection. The first weeks after infection are divided into Fiebig stages that 
are defined by a stepwise gain in positivity for the detection of HIV-1 antigens and HIV-1-specific 
antibodies in diagnostic assays. Adapted from [87]. 

 

The chronic phase is characterized by the establishment of a viral setpoint and 

partial restoration of CD4+ T-lymphocyte levels. The setpoint has been shown to 
be predictive of disease progression in HIV-1 infection as individuals with high 
plasma HIV-1 RNA levels progress more rapidly to AIDS than those with low levels 
[88]. The average viral setpoint is around 30,000 HIV-1 RNA copies per milliliter  
plasma in HIV-1 infected patients, which is a level that has been suggested to 
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maximize the transmission potential by mathematical modeling [89]. In the 

absence of treatment the average time to onset of AIDS is around 10 years [90]. 
AIDS results from long-term (chronic) HIV infection, where the immune system 
has been exhausted by the constant battle of the infection, and specific 
opportunistic infections or malignancies are diagnosed. In addition, in the US an 
absolute CD4 cell count of less than 200 cells/µl also constitutes an AIDS criterion.  
 
Some patients remain asymptomatic for more than 10-15 years and are called 
long-term non-progressors. Many of these patients have certain genetic traits, 
especially certain HLA types (e.g. HLA B57 and HLA B27), which have been 
associated with delayed HIV-1 escape and a decreased rate of disease progression. 

In contrast, there are other HLA types that are associated with an increased rate of 
disease progression (e.g. B35-Px), where patients progress to AIDS within 2-3 
years [91]. The delta-32 deletion in the CCR5 gene (##2υɝσς) is another genetic 
trait that either causes high resistance to infection or delay disease progression, 
when present homozygous or heterozygous, respectively [92, 93].  
  

2.4.3 Immune responses against HIV-1 

The first line of defense in response to HIV-1 infection is the innate immune 
system, followed by the development of adaptive immune responses. The initial 
decline of plasma viral load after peak viremia during acute infection is thought to 

be due to mainly CD8+ T-lymphocyte-mediated killing of productively infected 
cells [94, 95]. Thus, HIV-1 specific T cell responses develop before seroconversion 
and just before the peak viremia is reached. However, HIV usually rapidly escapes 
these first T cell responses, indicating that many targeted epitopes are readily 
changeable. T cell responses targeting more slowly evolving or conserved 
epitopes develops later. These later T cell responses may be important in lowering 
and maintaining the viral set-point [94].     
 

Antibodies directed against HIV-1 have been seen to arise within eight days of 
infection. These first antibodies forms immune complexes and are not likely to 
impact on the control of acute phase viremia, however early escape from 

neutralizing antibodies has been reported [96-98]. No association has been seen 
between specific antibody responses and natural control of HIV-1 viremia during 
chronic infection. Before onset of late HIV-1 infection, the humoral immune 
system constantly changes specificity to target new HIV-1 variants. Even though 
some of these antibodies may be neutralizing they lag behind, rarely targeting the 
contemporary viruses [54, 98-100].  

 

2.4.4 Coreceptor use 

The entry of HIV-1 into target cells is dependent on the binding of the viral 
envelope glycoprotein to its receptor CD4 and a coreceptor, most often C-C 

chemokine receptor type 5 (CCR5) or C-X-C motif receptor 4 (CXCR4) (Figure 7) 
[101-105]. Several additional co-receptors have been identified in vitro, but only 
the CCR5 and CXCR4 appear to have a major role in HIV-1 attachment in vivo 
[106]. Some viruses can use both CCR5 and CXCR4 coreceptor (R5X4-viruses). 
R5X4 viruses are also called dual/mixed to signify that some assays do not 
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distinguish between viruses consisting of truly dual tropic clones and those with 

mixtures of R5 and X4 clones [77]. Although CXCR4-using viruses (X4-virus) have 
been shown to be transmissible [107], the majority of infections are established 
by CCR5 using viruses (R5-virus). During transmission only one or a few viral 
particles establish the infection even though the inoculum most probably contains 
more virus variants. One theory suggests that this transmission bottlenecks is the 
result of selection acting on the envelope gene, which favors CCR5-using viruses 
during transmission and/or establishment of successful infection [67, 68, 108]. 
Indeed, individuals homozygous for the delta-32 deletion in the CCR5-gene seem 
to be protected against HIV-1 infection. However other studies have argued that 
there is no conclusive evidence to support that CXCR4 using variants are less 

transmissible [77, 109]. In about 50-70% of HIV-1 infected patients the viral 
population switches to include X4-virus later in infection [77, 110-112]. The 
emergence of X4-virus is temporally associated with accelerated CD4+ T-
lymphocyte decline and progression to AIDS [77, 110, 111, 113, 114]. This 
ÐÁÔÈÏÇÅÎÉÃ ÄÉÆÆÅÒÅÎÃÅ ×ÁÓ ËÎÏ×Î ÁÌÒÅÁÄÙ ÉÎ ÔÈÅ ÌÁÔÅ ρωψπȭÓȟ ÂÅÆÏÒÅ ÔÈÅ 
coreceptors were identified. At that time, the replicative capacity of HIV-1 variants 
in peripheral blood mononuclear cells (PBMC) was referred to as rapid/high or 

slow/low [115, 116], and the capacity of inducing syncytia in PBMC or MT-2 cells 
was identified (referred to as syncytium inducing (SI) and non-syncytium 
inducing (NSI)) [117-120]. About a decade later the coreceptors were identified 
[101-105] and since then there has been intense research to try to understand the 

complex mechanisms behind coreceptor switch. However, it is still not known if 
the emergence of X4-viruses is a cause and/or a consequence of 
immunodeficiency [121]. 
 

 
 

Figure 7. Schematic illustration of HIV-1 entry into target cell. Gp120 binds to CD4, which induces 
conformational changes in gp120 and exposure of the coreceptor binding site. Conformational 
changes in gp41allows insertion of the fusion peptide into the host cell membrane. During the final 
step the six-helix bundle is formed, which brings the viral membrane and the host membrane 
together and allows fusion. (Kindly provided by Dr R.W Doms).  

 

The CXCR4 receptor is mainly expressed on naïve CD4+ T-lymphocytes, whereas 
memory CD4+ T-lymphocytes mainly expresses CCR5. Since the CCR5 receptor is 
also expressed on macrophages it was first believed that R5-viruses were 

macrophage-tropic (M-tropic) and that X4-viruses were T-lymphocyte tropic (T-
tropic). However, it has been shown that monocyte-derived macrophages are 
generally poor targets for primary HIV-1 isolates as compared to CD4+ T-
lymphocytes [73]. Thus, both R5 and X4 virus are mainly CD4+ T-lymphocyte 
tropic. 
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The CCR5 and CXCR4 coreceptors are chemokine receptors that belong to the 
seven transmembrane spanning G-protein-coupled receptors that are involved in 
signal transduction [122, 123]. The natural ligands (chemokines) for CCR5 are 
RANTES (regulated on activation, normal T-cell expressed, and secreted), 
macrophage inflammatory protein (MIP) -1  and MIP- 1 . For CXCR4 the natural 
ligand is stromal cell-derived factor 1 (SDF-1). These chemokines exhibit 
suppressive effect on HIV-1 by down regulating coreceptor expression and by 
competitive binging [124, 125]. In addition, individuals with the ##2υɝσς are 
protected against HIV-1 infection with R5-viruses (which establish most new 
infections). Thus, the development of the drug maraviroc, which blocks the CCR5 

coreceptor, was a quite logic step to inhibit HIV-1 replication (se section 2.5.1 
about antiretroviral treatment).  
 
The viral envelope proteins gp41 and gp120 are glycosylated in the endoplasmatic 
reticulum where they are produced. The surface of gp120 consists of five constant 
regions (C1-C5) and five variable regions (V1-V5). The principal determinant of 
coreceptor use is the variable loop 3 (V3) [126], but parts of V1/V2, V4 and C4 

have also been shown to impact coreceptor use [127-129]. Both the CD4 binding 
site and the co-receptor binding site are partly masked by the hypervariable 
V1/V2 loop structure. Attachment between gp120 and the CD4 molecule displaces 
the V1/V2 loop and V3, creating the coreceptor binding site [130, 131]. The V3 

loop is a 35 amino acid long loop structure held together by a disulphide bond 
between the cysteins at position 1 and 35. It has been shown that a few amino acid 
changes in V3 can change the coreceptor use from CCR5 to CXCR4 [132, 133]. 
Electrostatic interactions have a major role in coreceptor binding [134]. Thus, the 
presence of basic amino acids (lysine or arginine) at positions 11 and 25 is 
associated with CXCR4 use [133], whereas acidic or uncharged amino acid in 
position 11, 25 or 28/29, resulting in a low V3 charge is associated with CCR5 use 
[133, 135, 136]. Moreover, the V3 charge increased with time in R5 populations 
from patients with virus populations that switch coreceptor use, while it remains 
unchanged or decreased in non-switch populations[137]. Glycosylation of the 

envelope spikes have been shown to be important for the folding of gp120 upon 
binding as well as determinants of the coreceptor usage of HIV-1 [138, 139]. In 
addition, this host derived glycan-shield hinders efficient antibody binding, thus 

impairing immune recognition. During the course of infection, the glycosylation 
sites in the HIV-1 envelope gene continuously changes leading to an evolving 
glycan-shield [99]. In contrast, during primary infection the level of glycosylation 
of the envelope spikes has been shown to be lower [140].  
 

2.4.5 Tropism testing 

Coreceptor tropism refers to the ability of HIV-1 to enter CD4 cells by the CCR5, 

CXCR4 or both coreceptors (dual tropism) [141]. Viral tropism can be assessed by 
genotypic or phenotypic approaches. The first widely used phenotypic method 
was the MT-2 assay. In this assay patient-derived cells or established isolates are 
co-cultured with MT-2 cells, which express CXCR4 coreceptor but not the CCR5 
coreceptor [142]. X4 and dual-tropic R5X4 viruses are capable of infecting the MT-
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2 cells which results in the formation of large syncytia that are visible by light 

microscopy. The viral replication can also be assessed by detection of viral antigen 
in culture supernatant. The main drawback of this assay is that no negative 
control is used. Thus, if a virus does not grow in the MT-2 assay, it might be due to 
technical difficulties that prevent infection or because it is a R5 virus. A second 
drawback is that it is labor intensive and requires viral culturing in a BSL3 facility 
and a third drawback is that it typically tests PBMC virus rather than plasma virus.  
 
Today, recombinant phenotypic assays are available, such as the Trofile assay 
[143]. In this assay, the entire patient-derived env gene is amplified directly from 
plasma by PCR and inserted into an expression vector. This vector and a 

replication-defective proviral vector containing a luciferase reporter gene are co-
transfected in a HEK293 cell line to produce a pseudovirus population, which is 
subsequently used to infect U87 cell lines expressing either CXCR4 or CCR5 
receptor. Infection is assessed by quantifiable light emission. Co-receptor 
antagonists are added as additional controls. The reliability of this assay depends 
mainly on the sensitivity and accuracy of the cDNA synthesis and PCR and 
proportion of HIV-1 population amplified. The assay can be used with plasma HIV-

1 RNA loads greater than 1000 copies per milliliter and X4 variants that comprise 
0.3% of the population can be detected with 100% sensitivity [144]. The test can 
be done on both RNA and DNA but in Europe the commercial test is available only 
for plasma RNA. Other similar assays exists, such as the Toulouse Tropism Test 

[145], however insufficient data exist to assess the reliability of this assay for 
samples with low viral loads.  
 
Genotypic tropism testing is based on sequencing of the V3 region of the HIV-1 env 
gene directly from patients plasma samples [146-148]. Either population based 
sequencing (Sanger sequencing) or ultra-deep pyrosequencing (UDPS) 
approaches have been used for both viral RNA and DNA. The phenotypes of the 
sequences are predicted by bioinformatic interpretation techniques, such as 
11/25 charge rule, the position-specific scoring matrix (PSSM) and geno2pheno 
(G2P). Briefly, the 11/25 charge rule is the simplest algorithm, which takes only 

the charge of the amino acids at key position 11 and 25 in the V3 loop into 
account. In comparative studies, only a moderate correlation with results from the 
original Trofile assay was reported.  

 
PSSM is a more ÁÄÖÁÎÃÅÄ ÍÅÔÈÏÄȟ ×ÈÅÒÅ ÔÈÅ ÓÅÑÕÅÎÃÅÓȭ ÌÉËÅÌÉÈÏÏÄ ÏÆ ÂÅÉÎÇ 
derived from an X4 virus for every possible amino acid at every individual 
position is calculated [149].  There are two matrices available for determining 
scores in subtype B: i) X4R5, which is calculated using sequences with known 
coreceptor phenotype as indicated by growth on indicator cells expressing CD4 
and either CCR5 or CXCR4. ii) SINSI, is calculated using sequences producing 
syncytium on the MT2 cell line. In either case, the input sequences are compared 
and aligned to sequences of known coreceptor use (e.g. X4). The better the fit , 
the higher PSSM score and the higher the score the higher likelihood that the 
sequence fragment has X4 properties. Sequences with values above -2.88 are 
considered X4, whereas sequences with scores below -6.96 are considered R5. 
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Sequences with intermediate scores cannot be predicted using this method. This 
method can be accessed online: http://indra.mullins.microbiol. washington.edu/ 
webpssm/ 
 
Another advanced prediction method is G2P[coreceptor] [150]. This method is based 
on a statistical learning method called a support vector machine which is trained 
with a set of nucleotide sequences that corresponds to R5, dual/mixed tropism or 
X4 phenotypes. Nucleotide sequences are used as input. The result of 
interpretation is given as a false positive rate (FPR), which is defined as the 
probability of falsely classify an R5 virus as X4. The European guidelines on the 
clinical management of HIV-1 tropism testing recommend that a FPR of 5.75% 
should be used [151]. This method can be accessed online at: 

http://coreceptor.bioinf.mpi -inf.mpg.de/index.php. 
 

None of the available genotypic prediction methods take additional regions of env, 
outside the V3 loop into account. This means that sites that might be important in 
e.g. V1/V2 are missed. PSSM and G2P have been evaluated in several studies and 
clinical trials. In a study published by Harrigan et al., these methods were 
compared with the original Trofile assay. The sensitivities were 56 and 63% and 
specificities were 90 and 91% for the two assays, respectively [152]. Indeed, it is 
important to note the concordance between phenotypic and genotypic methods is 
not perfect [107, 153, 154] and quite commonly the genotypic prediction tools 

falsely predict R5 variants as X4 variants [107]. These rates of false positives 
might not be a problem when screening prior to  maraviroc use, especially if other 
treatment options exists, however when searching for rare cases of X4 variants 
(e.g. X4/X4R5 transmission) in UDPS studies, the predictions needs to be 
interpreted with caution [109]. 
 

 

2.5  ANTIRETORVIRAL TREATMENT AND RESISTANCE 

2.5.1 Antiretroviral treatment 

Without the use of antiretroviral treatment, almost all HIV-1 infected patients 

would die from AIDS. In 1987, the first drug for HIV treatment was approved. It 
was zidovudine (AZT), a nucleoside reverse transcriptase inhibitor (NRTI) that 
interferes with HIV replication by competitively inhibiting the reverse 
transcriptase enzyme, resulting in chain termination during viral DNA synthesis 
[155, 156]Ȣ )Î ÔÈÅ ρωωπȭÓ ÁÄÄÉÔÉÏÎÁÌ .24)Óȟ ÎÏÎ-nucleoside reverse transcriptase 
inhibitors (NNRTIs) became available (Table 2). However, HIV quickly developed 
resistance to these drugs since they were used in mono- or dual therapy regimens. 
It was not until 1996 when drugs from at least two different drug classes, NRTIs, 
NNRTIs and protease inhibitors (PIs), were used in triple combination, called 
highly active antiretroviral t herapy (HAART) or combination antiretroviral 

therapy (cART), that the morbidity and mortality of HIV-1 infected patients were 
greatly reduced [157-159]. Successful HAART dramatically suppresses viral 
replication and reduces the plasma viral load to below limits of detection of the 
most sensitive clinical assays (<20 RNA copies/mL). However, despite HAART low 
levels of free virions can be found in the plasma. Whether this residual viremia 
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represents ongoing cycles of replication [160] or simply the release of virus from 

stable reservoirs [161-166] is controversial. Since no viral evolution has been 
confirmed the later explanation is more likely [167]. 
 

Table 2. Antiretroviral drugs approved by Food and Drug Association (FDA) and 
European Medicines Agency (EMA) 
Drug Approved 

FDA/EMA 
Drug mechanism   

NRTIs   
.24)Ó ÁÒÅ ÆÉÒÓÔ ÁÃÔÉÖÁÔÅÄ ÉÎÔÏ ÔÈÅ υȭ-triphospate form by 
ÈÏÓÔ ÅÎÚÙÍÅÓȢ 4ÈÅ ÁÃÔÉÖÅ .24)Ó ÃÏÍÐÅÔÅ ×ÉÔÈ 24ȭÓ ÎÁÔÕÒÁÌ 
substrates (dNTPs) and when incorporated they function 
ÁÓ ÃÈÁÉÎ ÔÅÒÍÉÎÁÔÏÒÓȟ ÌÁÃËÉÎÇ Á σȭ-hydroxyl group 
necessary for elongation [168].  

abacavir (ABC) 1998/1999  
didanosine (ddI) 1991 * 
emtricitabine (FTC) 2003/2003  
lamivudine (3TC) 1995/1996  
stavudine (d4T) 1994/1996 # 
tenofovir (TDF) 2001/2002  
zalcitabine (ddC) 1992 * 
zidovudine (AZT) 1987/1987  
NNRTIs   

NNRTIs inhibit DNA polymerization by binding a small 
hydrophobic pocket near the RT active site, which induces 
a conformation change of the substrate-binding site and 

reduces polymerase activity [169]. 
 

delavirdine (DLV) 1997/ - 

efavirenz (EFV) 1998/1999  

etravirine (ETR) 2008/2008  

nevirapine (NVP) 1996/1998  

rilpivirine  2011/2011  

PIs   
Most PIs are peptidic or peptidomimetic compounds 
designed as analogs of the cleavage sites found within the 
Gag and Gag-Pol precursor proteins. Some PIs are 
transition state analogues that resemble the transition 
state of a substrate molecule in the PI catalyzed reaction. 
PIs have poor oral bioavailability and most PIs are thus co-
administrated with low dose ritonavir, an HIV-1 protease 
inhibitor that inhibits the 3A4 isozyme of cytochrome P450 

(CYP 3A4), which is responsible for the metabolism of 
most of these drugs [170].  

Atazanavir (ATV) 2003/2004  

Darunavir  2006/2008  

Fosamprenavir 
(fAMP) 

2003/2004  

Indinavir  (IDV) 1996/1996  

Lopinavir (LPV) 2000/2001  

Nelfinavir (NFV) 1997/1998 ¤ 

Saquinavir (SQV) 1995/1996  

Tipranavir (TPV) 2005/2005  

Fusion inhibitors   Enfuvirtide is a peptide drug selected from chemically 
synthesized peptides derived from various regions of 
gp41 [171]. The peptide sequence binds to gp41, 
preventing the formation of the hairpin structure (six-
helix bundle) and consequently, the fusion [172]. It is 
sensitive to proteolytic digestion and needs to be 
administered by injection. 

Enfuvirtide (T-20) 2003/2003  

Entry inhibitors   Maraviroc is a noncompetitive, specific, slowly reversible 
CCR5 coreceptor antagonist that selectively binds to the 
human chemokine receptor CCR5 present on the host cell 
membrane. Binding alters the conformation of the 
receptor and prevents interaction with the V3 loop to 
CCR5, and the subsequent membrane fusion [173, 174]. 
HIV-1 tropism test such as the Trofile assay is 
recommended before use.  

Maraviroc (MVC) 2007/2007  

Integrase inhibitors   The integrase inhibitor binds to the specific complex 
between integrase and the viral DNA and thus selectively 
targets the strand transfer reaction of the integration 
reaction [175, 176]. 

Raltegravir (RAL) 2007/2007  

*withdrawn from market by manufacturer . #not recommended by Swedish guidelines due to side 
effects. ¤not recommended by Swedish guidelines due to low antiviral activity. 
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HAART reduces the rate of sexual transmission, which has additional public health 

benefits [64].  However, HAART alone cannot eliminate HIV-1 infection since virus 
is hidden in the latent reservoirs [177]. Viral reservoirs have been found in a 
variety of cell types including CD4+ T-lymphocytes [177, 178], dendritic cells 
(DCs) [179-181] and macrophages [178]. Resting memory CD4+ T-lymphocytes 
decay very slowly during HAART, with an average half-life of 44 months, 
indicating that under current treatments it will take over 60 years to deplete this 
reservoir [182]. Therefore, HIV infected patients cannot be cured from the 
infection by current treatment options.  
 

In the beginning of 21st century three new drug classes were introduced: fusion 

inhibitors, entry inhibitors and integr ase inhibitors (Table 2). In the western 
world, where HAART is affordable, HIV infection has turned from a deadly 
infection into a chronic life-long disease. However, in the developing world, 
especially in low and middle- income countries about 53% of eligible HIV infected 
patients have not yet started HAART [20].  
 

2.5.2 Monitoring of treatment  

Disease progression is monitored by CD4 cell counts, HIV-1 plasma RNA levels and 
clinical symptoms. In untreated patients, CD4 cell counts is the most important 
marker, while treated patients are primarily monitored by measuring HIV-1 RNA 

levels in plasma. HIV-1 treatment guidelines in the US and European Union 
recommend the initiation of HAART when the CD4 cells in peripheral blood 
decline to 350 cells per ʈ,Ȣ 4ÈÅ ÒÅÃÏÍÍÅÎÄÅÄ first line HAART regimen, consists 
of two NRTIs and either a NNRTI or a PI, and are quite similar in the US [183] and 
in Europe [184]. The Swedish guidelines are summarized in Table 3 [185]. 
Combination regimens consisting of raltegravir and two NRTIs are also 
recommended as initial regimens in the US and European guidelines, but not in 
the Swedish guidelines.  
 

Table 3 

Preferred 1 st line regimen*  Drugs 

NNRTI-based efavirenz + abacavir/lamivudine or tenofovir/emtricitabin  

PI-based atazanavir/r + abacavir/lamivudine or tenofovir/emtricitabin  

durunavir/r + abacavir/lamivudine or tenofovir/emtricitabin  

* Swedish guidelines for antiretroviral therapy (www.smittskyddsinstitutet.se/ rav) [185]. 

 

2.5.3 Treatment failure 

Treatment failure of HAART naïve patients can be caused by several factors, 
including poor adherence, pharmacologic factors such as drug-drug interactions 
that impair absorption or accelerate clearance, host factors (e.g. low CD4+ cell 

count at start of therapy), transmitted drug resistance or drug resistance 
development during treatment [186]. There are three types of treatment failure: 
virologic failure, immunologic failure and clinical progression. Virologic failure is 
when the viral load rebounds or does not decrease sufficiently despite HAART. 
Immunologic failure is when the CD4+ T-cell counts do not increase despite 
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HAART. Finally, clinical progression is when symptoms of HIV disease occur 

despite HAART.   
 
During suboptimal treatment (e.g. mono or dual drug combinations as well as 
insufficient adherence to HAART) selection of pre-existing variants with reduced 
susceptibility or development of de novo resistance mutations can occur [187]. 
Thus, for an HIV treatment to be successful, patients need to be committed and 
adherent to reduce the possibility of drug resistance development.  
 

2.5.4 Drug resistance 

The drug resistant variants usually have reduced fitness compared to wild-type 

virus. This is especially true for viruses with single primary resistance mutations. 
In contrast, additional mutations, which may evolve over time during continued 
drug selective pressure, may be compensatory, thus restoring fitness to near wild-
type levels. The rate of development of drug resistance depends on patient 
adherence to treatment, the genetic barrier (see below), host genetics, and fitness 
of the drug resistant variant [188, 189]. The emergence of drug resistance has 
been shown to be associated with an increased mortality among patients first 
starting HAART [190]. Thus, the clinical management of HIV-1 infection is 
important to reduce the risk of treatment failure. Genotypic HIV-1 resistance 
testing is an important tool for clinical management HIV-1 infection. Population 
based sequencing of pol gene (including PR, RT and when required also IN) is 

generally generated by in-house methods or by commercial assays such as 
ViroSeq from Abbott. The sequences can be used for online prediction at Stanford 
(http://hivdb.stanford.edu ) and National Agency for AIDS Research 
(www.medpocket.com). 
 
The terminology used in the field of drug resistance classification can be confusing 
and no universal system exists. Thus, drug resistance mutations are classified 
different ly by different systems, which also change over time. Here, I use the 
definition from  the latest update from the International AIDS society - USA [191], 
where PI mutations are classified into major and minor mutations depending on 

when they are selected. Major mutations are defined as those selected first in the 
presence of the drug or those substantially reducing drug susceptibility. Minor 
mutations generally emerge later and do not by themselves have a strong effect on 
phenotype. However, minor mutations may improve fitness of viruses containing 
major drug resistance mutations. NRTI and NNRTI mutations are not classified 
into major and minor mutations by the IAS-US system, instead the first mutations 
that arise are referred to as primary mutations. Furthermore, HIV drugs can be 
divided into low or high genetic barrier to resistance depending on the number of 
mutations needed and the fitness cost of these mutations to the virus. Most NRTIs 
and NNRTIs are generally considered to have low genetic barrier whereas PIs are 

considered high genetic barrier to resistance (Figure 8).  
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Figure 8. The development of drug resistance to low and high genetic barrier drugs. Low genetic 
barrier drugs: Selection of pre-existing minority variants with primary/major mutations . High 
genetic barrier drugs: Selection of primary/major mutations followed by  de novo evolution of 
minor mutations. Red: Wild-type virus. Yellow: Primary /major  mutations are the first mutations 
that arise and often have a strong effect on resistance and a fitness cost and to e.g. lamivudine 
(3TC), zidovudine (AZT) and PIs. Blue: Minor mutations usually have little or no effect on 
resistance, but restore fitness. Adopted from [21]. 

 

In many cases the drug resistance mutations alters binding site for the nucleoside 
or NRTI, thus preventing incorporation of the drug into the nascent chain. 
Mutations associated with this mechanism include the M184V/I and K65R. The 
M184V/I mutation can emerge with 3TC or FTC therapy [192, 193]. For AZT 

however, the mutations do not prevent the binding and incorporation of AZT 
triphosphate into the growing chain, but rather seem to activate a reverse reaction 
by which the AZT nucleotide is removed from the chain, subsequently permitting 
normal elongation [194]. These mutations are called thymidine analog mutations 
(TAMs) and they promote pyrophosphorolysis and are involved in the excision of 
AZT and d4T [195]. TAM amino acid changes in HIV-1 RT include two distinct 
pathways: the TAM1 pathway (M41L, L210W, T215Y, and occasionally D67N) and 
the TAM2 pathway (D67N, K70R, T215F and 219E/Q) [187, 196].  
 
NNRTI resistance generally result from single amino acid substitutions such as 
K103N and Y181C [197, 198]. Most NNRTI resistance mutations cause some level 

of cross-resistance among different NNRTIs. In contrast to NRTI resistance 
mutations, which often are associated with reduced fitness, single nucleotide 
changes associated with NNRTI resistance can result in high-level resistance with 
only a slight loss of fitness [199, 200]. The low genetic barrier, minimal impact on 
fitness and the slow reversion of NNRTI mutations in patients in the absence of 
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drug contribute to transmission and stability of NNRTI-resistant HIV-1 in the 

population [201]. In HIV-1 group O and HIV-2, the 181C are commonly found as 
wild -type variants [202], thus NNRTIs are ineffective against these viruses. The 
mutations associated with NRTI and NNRTI drug resistance are summarised in 
Figure 9. 
 

 
 

 

Figure 9 . Mutations associated with NRTI and NNRTI drug resistance. All mutations associated 
with ETR are not shown. Adapted from [191].  

 

Resistance to PIs was initially expected to be low, because of the vital role of this 
enzyme in the life cycle of HIV-1 and its relatively small size. However, due to the 
plasticity of the protease, drug resistance can develop also to PIs.  PI resistance 
requires a stepwise accumulation of major and minor (compensatory) mutations 

[203] and since several mutations are needed the genetic barrier to resistance is 
higher for PIs compared with NRTIs and NNRTIs (Figure 8). Unlike NNRTI 
resistance mutations, major drug-resistant PI mutations are rarely observed in the 

viral populations in protease naïve individuals. Finally, most PIs share similar 
chemical structure and cross-resistance is commonly observed.  
 
Resistance to integrase inhibitors is almost always associated with mutations 
within the integrase active site [176]. These mutations have deleterious effect on 
the enzymatic function of the enzyme and have high fitness cost to the virus. 
However, development of compensatory mutations will somewhat restore fitness 

[201]. Mutations that confer resistance to the fusion inhibitors T-20 also results in 
reduced replicative fitness, probably because mutations that reduce T-20 binding 
also reduce the efficiency of six-helix bundle formation which is essential for viral 
fusion [172]. The resistance profile towards the entry inhibitor maraviroc is 
different from the other HIV-1 drugs because it binds to a host receptor. 
Resistance to maraviroc can either confer tropism switching, increase affinity to 










































































