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ABSTRACT

Polycyclic aromatic hydrocarbons (PAHs) are widespread mutagenic and carcinogenic environmental pollutants, which require metabolic activation to electrophilic intermediates and subsequent covalent binding to critical targets in DNA to elicit their biological activity. Bay-and fjord-region diol epoxides (DEs) have been identified as the ultimate mutagenic and carcinogenic metabolites of PAHs. The balance between metabolic activation and detoxification routes influences the extent of DE-DNA adduct-formation. The most important detoxification pathway of DEs is glutathione transferase (GST) catalyzed conjugation with glutathione (GSH).

Human GSTs of Alpha class have been assayed with the ultimate carcinogenic (–)-anti- and (+)-syn-DEs derived from the nonplanar dibenzo[al]pyrene (DBPDE) and the (+)-anti-DE of the planar benzo[a]pyrene [(+)-anti-BPDE]. In general, the activities were in the order: (+)-syn-DBPDE > (–)-anti-DBPDE > (+)-anti-BPDE. GSTA1-1 was found to be the most efficient enzyme and demonstrated a remarkable catalytic efficiency (kcat/Km) of 464 mM⁻¹s⁻¹ with (+)-syn-DBPDE. The higher activity of GSTA1-1 with (+)-syn-DBPDE relative to (–)-anti-DBPDE was explained by molecular modeling showing the formation of more favorable interactions between the substrate and the enzyme-GSH complex. The results showed that the spatial orientation of the hydroxyl groups are important determinants for the catalytic efficiency and thus responsible for the observed difference in catalytic activity. Investigating preferences in structure of (+)-syn- and (–)-anti-DBPDE using DFT showed several levels of flexibility. Because of the distorted structure, the molecule can readily flip its DE moiety relative to the aromatic ring system (“in” and “out”). Furthermore, the hydroxyl groups on the saturated DE ring were found to be either in a diequatorial or in a diaxial conformation. Our results showed a lower energy profile and thus a preference for the in-diequatorial conformation for both DEs.

The possibility of transversions on different levels might have biological consequences, both in detoxication and in DNA adduct formation, adapting to DNA and thus escape recognition/repair by the DNA repair machinery.

To study individual GSTs in a more biologically relevant system, V79 cells stably over-expressing different human GSTs were constructed and characterized. Factors governing the accessibility of lipophilic DE substrates for GSTs in the cell were investigated. With the highly reactive (+)-anti-BPDE, 1-2 % of the expected activity was observed, whereas the corresponding values for the less reactive (–)-anti-BPDE were up to 13 %. Furthermore, the protective effect of individual GSTs against DE induced DNA adduct formation was determined. In general, an increase in GST activity was concomitant with a decrease in DNA adduct formation. DBPDE showed the highest DNA binding capacity among the DEs tested. GSTA1-1 showed the highest GSH conjugating capacity and offered best protection against DBPDE induced DNA adduct formation. With BPDE, GSTP1-1 was most active in GSH conjugate formation whereas GSTM1-1 displayed the most effective protection against formation of DNA adducts. Overall, this demonstrates the difficulty in extrapolating data obtained with pure enzymes to the complex situation in the intact cell.

We have compared the formation and removal of adducts as a function of time formed by (–)-anti-DBPDE and (+)-anti-BPDE in A549 human epithelial lung carcinoma cells. The treatment with DBPDE resulted in an initial increase of adducts to a maximal level of adducts after 1 hr of incubation. This was followed by an apparent, although not statistically significant, slow removal of adducts. In cells treated with BPDE the maximal level adducts was reached within 20 min of exposure. The formation was followed by an initial rapid decline in the adduct level and a later statistically significant 10-fold slower rate of adduct removal. Comparing the rate of removal of adducts derived from BPDE with those of DBPDE, the latter are obviously more refractory to the NER coupled repair than the former. Moreover, we observe a significant increase in ratio of dA/dG adducts for DBPDE, indicating that dA adducts are especially refractory to repair. The apparent resistance of adducts from DBPDE to be eliminated may reflect the ability of such adducts to escape recognition and/or the subsequent removal by the NER machinery.
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GENERAL BACKGROUND

Introduction

All organisms are continuously exposed to a broad range of foreign substances, also referred to as xenobiotica. Examples of xenobiotics are man-made compounds such as products or waste products from chemical and pharmaceutical industries but also substances of natural source. Most xenobiotics are lipophilic, which may result in accumulation in cellular compartments to toxic concentrations. In order to prevent toxicity they need to be excreted, something made possible by making these molecules more water-soluble. This is performed by a special kind of metabolism evolved through evolution and specialized to be involved in detoxication called biotransformation. These systems are usually divided into three separate phases (I-III). Phase I metabolism involves an initial oxidation, reduction or hydrolysis introducing a functional group into the lipophilic compound to serve as a target for phase II-reactions, and are catalyzed by a number of enzymes, the most important being cytochrome P450 (CYP450) (Parkinson, 1996). Phase II metabolism frequently involves conjugation reactions catalyzed by glutathione transferase, UDP-glucuronosyl transferase and sulfotransferases, or reduction reactions catalyzed by epoxide hydrolase and quinone reductase (Parkinson, 1996). In general, phase II reactions result in a large increase in xenobiotic hydrophilicity, hence a great promotion of the excretion of foreign chemicals. Phase III is often referred to as the active transport of the polar conjugates out of the cell by the multidrug resistant protein (MRP) (Ishikawa, 1992; Ishikawa et al., 2000).

A large number of harmful substances exert their biological effect through covalent interactions with the cellular blueprint, DNA (Pitot and Dragan, 1996). Consequently, if a compound escapes detoxication and/or because of the metabolism in phase I and II becomes biological active, toxic effects due to the formation of DNA damage may arise. Luckily, we have a last line of intracellular defense in form of the DNA repair machinery, an apparatus capable of surveilling both active and inactive DNA for covalent modifications (DNA-adducts), and at sighting remove the lesion and restore DNA (Mitchell et al., 2003). Unfortunately, this process is not foolproof which may lead to manifested DNA damages, and as a result acute toxicity, apoptosis or mutations and subsequently development of cancer.

Cancer – a multistep process

Development of cancer is generally considered a multistep process driven by carcinogen-induced genetic and epigenetic damage in susceptible cells, which as a result gain a selective growth advantage. Subsequently, the cells may undergo clonal expansion as the result of activation of protooncogenes and/or inactivation of tumor suppressor genes (Harris, 1991; Barrett, 1993). Carcinogenesis is generally a slow process, with the period between insult and appearance of a tumor of several years and often as long as 30 years. The stages of carcinogenesis are commonly divided into initiation, promotion, and progression leading to the establishment of a malignant tumor. The first phase, tumor initiation, involves the interaction of a carcinogen
(chemical, radiation or viral) with DNA causing a genetic change also called mutation. If the alteration occurs in a sequence that encodes a growth regulatory protein, for example, this may, under certain circumstances provide that cell with a selective clonal growth advantage. Those circumstances include exposure to a class of compounds known as promoters. Thus, the promotion phase involves a selective clonal expansion of altered cells to form benign tumor cells. During the subsequent progression, further genetic alterations accumulate in the cells, causing the benign phenotype of the cells to change or convert into ones that are malignant and capable of metastasis. Molecular genetic studies of human cancer cells have revealed that human cancer cells carry multiple genetic alterations, including alterations of oncogenes and tumor suppressor genes (Harris, 1991; Bertram, 2000).

There are more than 100 distinct types of cancer, and subtypes of tumors can be found within specific organs giving rise to an almost infinite number of possible combinations of genetic and epigenetic modifications. However, Hanahan and Weinberg (Hanahan and Weinberg, 2000) have suggested six essential alterations in cell physiology responsible for the vast catalogue of cancer types. These alterations are:

1. Independence from growth signals
2. Insensitivity to growth-inhibitory mechanisms
3. Evasion of the apoptotic machinery
4. Unlimited replicative potential
5. Sustained angiogenesis
6. Tissue invasion and metastasis

The authors further propose that most if not all cancers have acquired the same set of functional capabilities during their development, although through various mechanistic strategies.

**Chemical carcinogenesis**

Paracelsus, active at the end of the 16th century, was the first to describe the fact that chemical exposure from the environment or occupation can lead to cancer. This was followed by the English physician sir John Percivall Pott who in 1775 described the occurrence of cancer alterations at the skin of the scrotum in a few patients, working as chimney sweeps, and traced it to repetitive exposure of soot. However, it was not until the end of the 19th century that it became clear that occupational exposure to certain chemicals or mixtures had carcinogenic effects. After many failures to induce cancer in laboratory animals, Yamagiwa and Ichikawa succeeded in inducing tumors by repeated application of coal tar to the ear of rabbits in 1915. Research over the following years for the active component of tar led to the synthesis of dibenz[a,h]anthracene (DBA) in 1929. The presence of DBA in coal tar was suggested by comparing the fluorescence spectrum of synthetic DBA with that of the tar. As a result, Kennaway and coworkers presented in 1930 the first proof that pure polycyclic aromatic hydrocarbons (PAHs) are capable of inducing malignant skin tumors in mice. In 1933, the active component isolated from 2 tons of coal tar pitch turned out to be another carcinogenic PAH, benzo[a]pyrene (BP). The isolation of a pure carcinogenic polycyclic aromatic hydrocarbon from coal tar is one of the milestones in studies on chemical carcinogens and BP has since served as a model compound (reviewed in Phillips, 1983; Luch,
In the following years, many other classes and types of chemicals were found to be carcinogenic in animals (Table 1).

Early experimental results from Miller pointed to a link between metabolism, covalent binding to protein, DNA or RNA and biological activity (Miller, 1951). The link was further strengthened by the fact that the carcinogen itself was not sufficiently reactive or electrophilic to directly interact with these macromolecules. As a result, it was stated that these chemicals do not react directly with cellular constituents; they require enzymatic conversion into their ultimate carcinogenic forms, thus metabolic activation (Miller and Miller, 1975). The Miller’s concept of metabolic activation or bioactivation to reactive intermediates has since been verified and extended to other classes of chemical carcinogens, including aromatic amines and nitrosamines (Table 1). Such activation of chemicals is now known to be catalyzed by almost all of the enzymes involved in biotransformation of xenobiotics. The majority of bioactivation reactions involve oxidation, and a number of oxidases, hydrogenases and oxygenases catalyze some of these detrimental oxidations. However, under the appropriate conditions, phase II enzymes may be involved in bioactivation as well as detoxication reactions. Still, the majority of oxidative bioactivation reactions can probably be attributed to CYP450, which also is true in the case of PAHs (Guengerich and Shimada, 1991).

Table 1. Examples of chemical carcinogens*

<table>
<thead>
<tr>
<th>Compounds</th>
<th>Main sources/uses</th>
<th>Affected</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aromatic amines/amides</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-Acetylaminofluorene</td>
<td>Model compound; pesticide</td>
<td>Liver, bladder</td>
</tr>
<tr>
<td><strong>Aromatic hydrocarbons</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benzo[a]pyrene</td>
<td>Coal tar; roofing; cigarette smoke</td>
<td>Skin, lung, stomach</td>
</tr>
<tr>
<td>2,3,7,8-TCDD</td>
<td>No commercial use; pesticide</td>
<td>Lung, liver</td>
</tr>
<tr>
<td>Polychlorinated biphenyls</td>
<td>Flame retardants; hydraulic fluids</td>
<td>Liver, skin</td>
</tr>
<tr>
<td><strong>Metals</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arsenic</td>
<td>Natural ores; alloys</td>
<td>Skin, lung, liver</td>
</tr>
<tr>
<td>Cadmium</td>
<td>Natural ores; pigments; batteries</td>
<td>Lung, kidney</td>
</tr>
<tr>
<td>Nickel</td>
<td>Natural ores; alloys; electrodes</td>
<td>Lung, nasal cavity</td>
</tr>
<tr>
<td><strong>Natural carcinogens</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aflatoxin B1</td>
<td>A mycotoxin</td>
<td>Liver</td>
</tr>
<tr>
<td>Asbestos</td>
<td>Thermal insulation; gaskets</td>
<td>Lung</td>
</tr>
</tbody>
</table>

*Adapted from (Luch, 2005)
Chemical carcinogens can be classified as genotoxic or epigenetic (nongenotoxic) (Weisburger and Williams, 1983). Genotoxic agents usually refer to carcinogens that either directly bind to, or damage genomic DNA, which in turn can result in mutations, often a genotoxic compound also exert tumor-promoting activity. Nongenotoxic carcinogens are characterized by their promoting activity, hormone modifying, immunosuppressive, cytotoxic, or peroxisome proliferating activity (Klaunig et al., 2000). Recently a new hypothesis has been suggested, by which the initial step of carcinogenesis is the induction of genetic instability by a direct and nonmutational inhibition of enzymes that proofread newly synthesized DNA during mitosis of local stem cells (Bignold, 2003).

Figure 1. Structures and names (with abbreviation) of some commonly studied PAHs. The numbering system is exemplified on chrysene.
Polycyclic aromatic hydrocarbons

Polycyclic aromatic hydrocarbons (PAHs) are a group of highly lipophilic organic compounds containing two or more condensed benzo rings representing a wide range of molecular size and structural complexity (Figure 1). PAHs are formed during incomplete combustion or pyrolysis of organic matter and the major sources are industrial handling of coal, oil, and aluminium, domestic and residential heating but also natural sources such as forest fires and volcano activity. Although not volatile, they easily spread over great distances bound to soot particles and are ubiquitous environmental pollutants found in food, water and in the atmosphere. The general population is exposed to PAHs primarily through the air and by food-intake, with high levels in leafy plants, smoked fish and meat, where especially frying or charcoal broiling increases the total PAH content (Phillips, 1999). Certain life-style factors, such as cigarette smoking, and some occupations, such as gas and coke production, may greatly increase the exposure (IPCS, 1998).

The PAHs have been shown to be very potent carcinogens in experimental animals and several epidemiological studies have associated human tumors, especially in lung, urinary bladder, renal pelvis, mouth, pharynx, larynx and esophagus, with exposure to PAHs (IPCS, 1998). Furthermore, the DNA binding products in human cells and tissue are very similar to those formed in animals (Dipple, 1994). For these reasons PAH exposure are considered a substantial carcinogenic risk for humans and classified as probable or possible carcinogenic to human by the International Agency for Research on Cancer (IARC) (IARC, 1983; IARC, 1987). Animal experiments indicate that PAHs may also give rise to, for example, immunological and reproductive effects (IPCS, 1998). Tobacco smoke is an especially important source of PAHs because of its close association with tumor formation. The particulate phase from one cigarette contains at least 3500 compounds, of which more than 50 are known as carcinogens according to IARC. Of these substances, at least 10 were PAHs shown to induce pulmonary tumors in rodents (Hecht, 1999).

The nomenclature of PAHs has changed over the years but was standardized 1979 by the International Union of Pure and Applied Chemistry (IUPAC) (Dipple et al., 1984; Harvey, 1997). The currently accepted IUPAC rules in numbering the carbon backbone of the PAH is dictated by placing the polycyclic system so that 1) the maximum number of rings lies in a horizontal row, and 2) as many rings as possible are above and to the right of the horizontal row. The system is then numbered in a clockwise direction starting with the carbon atom not engaged in ring fusion in the most counter-clockwise position of the uppermost ring or the uppermost ring that is farthest to the right (Figure 1).
Metabolism

As with all lipophilic xenobiotics, PAHs must be metabolized into more water-soluble products in order to be excreted. Principally, the metabolism is initiated by the action of certain monooxygenases, cytochrome P450 (CYP450) catalyzing an oxidation (reviewed in Thakker et al., 1985; Grover, 1986). The primary products are arene oxides, i.e. epoxides across an aromatic double bond (Figure 2). This oxidation can in principal take place at any of the numerous double bonds. The epoxide can then either be hydrated by the addition of water, catalyzed by epoxide hydrolases forming trans-dihydrodiols or rearrange to phenols via the NIH-shift (Jerina and Daly, 1974). A third possibility of reaction for the epoxides is glutathione conjugation catalyzed by the glutathione transferases, which in humans may lead to the subsequent conversion into mercapturic acid and excretion. Dihydrodiols and phenols are not sufficiently polar to be excreted and are therefore metabolized to a variety of metabolites by conjugation reactions catalyzed by glucuronosyltransferases and sulfotransferases. Dihydrodiols can also be further oxidized by CYP450 to dihydrodiol epoxides, or more commonly diol epoxides (DEs), diol phenols and quinones. The diol epoxide can, in turn, either be enzymatically conjugated to glutathione or spontaneously react with water to form tetraols. Phenols are further transformed to polyphenolic compounds as well as to quinones. Taken together, PAHs are metabolized to a wide range of metabolites, some which represents detoxification products whereas others are mutagenic and carcinogenic, and responsible for the serious biological effects caused by PAHs. This is further presented in the following sections.

Figure 2. The major reactions involved in the metabolism of PAHs.
**Metabolic activation**

At about the same time as Miller reported the concept of bioactivation into ultimate carcinogens in the early 1950’s Boyland suggested the possibility that epoxides (arene oxides) were reactive metabolites of PAHs (Miller, 1951; Boyland, 1950). But it was not until 1968 the first evidence of arene oxides as the biologically active metabolites of PAH was provided by demonstrating the metabolism of naphthalene to naphthalene 1,2-oxide by liver microsomes (Jerina et al., 1968). This was followed by a study of Borgen et al. in 1973 showing that the BP trans-7,8-dihydrodiol, following metabolic activation by hamster liver microsomes, was the major DNA-binding intermediate of BP (Borgen et al., 1973). Finally, in 1974 Sims and his colleagues identified the ultimate carcinogenic metabolite of BP from incubations with cultured cells, the BP 7,8-dihydrodiol 9,10-epoxide (BPDE) (Sims et al., 1974). These studies led to the almost explosive increase of studies investigating DEs of other PAHs, a field of research active up to date. In 1982, based on the preceding work by the above mentioned authors and others (Lehr and Jerina, 1977; Gelboin, 1980), Conney concluded the three step process responsible for producing the ultimate metabolites of BP (Figure 3) (Conney, 1982), a process shown to be true for all tested PAHs.

![Figure 3. The major pathway for metabolic activation of PAHs to optically active DEs. Thicker arrows depict the preferred pathway of BP.](image-url)
The first step in the bioactivation involves a CYP450 (in particular CYP1A1 and CYP1B1 (Shimada and Fujii-Kuriyama, 2004)) catalyzed epoxidation resulting in the formation of an arene oxide. Secondary, the epoxide is hydrolyzed to a trans-dihydrodiol by microsomal epoxide hydrolase (EH). The final step is a second CYP catalyzed epoxidation, where two diastereomeric DEs are formed. These two diastereomers may form four stereochemically different DEs, two with the anti-configuration, in which the epoxide is located opposite to the benzylic hydroxyl group, and two with the syn-configuration, in which the epoxide and the benzylic hydroxyl group is located in the same plane of the molecule. Although four stereochemically different DEs can be formed, studies have shown that, the activation pathway displays stereoselectivity. This is demonstrated by the fact that for example BP is preferentially converted to \((-\)-\textit{trans}-BP 7,8-dihydrodiol which in turn predominantly forms the \((+)-\textit{anti} \) DE isomer \([(+)-\textit{anti}-\text{BPDE}]\) (Figure 3) (Yang et al., 1976).

**The bay-region theory**

After the discovery of BP 7,8-diol 9,10-epoxide, or BPDE, being the ultimate carcinogen of BP the focus was changed from the earlier intensively studied K-region epoxides, e.g. position 4,5 in BP, towards the so called bay-region epoxides. A bay-region is the region formed by angular benzo rings, whereas the region between two angular benzo rings is a special case of a bay-region and often refers to as a fjord-region (Figure 4). The following years, researchers focused on synthesizing and identifying potential metabolites of BP and other PAHs in order to determine their mutagenic and carcinogenic activities (reviewed in Conney, 1982). These studies led to a generalized theory, the bay-region theory (Jerina and Daly, 1976) as a theoretical basis to explain the carcinogenic potency of PAHs. The theory predicts that for DEs of a given PAH, those compounds in which the epoxide group forms part of a bay-region would have the highest chemical reactivity and the highest biological activity. Studies of different PAHs with respect to their DNA-binding, mutagenicity and carcinogenicity have all repeatedly confirmed the remarkable activity of bay- or fjord-region DEs (Thakker et al., 1985; Jerina et al., 1986; Glatt et al., 1991).

**Figure 4. Example of a bay- and fjord-region PAH DE, BPDE (left) and DBPDE (right).**

As indicated above and seen in Figure 2, the bay- and fjord-region DEs only make out a small part of the total metabolites of PAHs, but some important properties specific for bay-region DEs separates them from the other. DEs localized on saturated angular benzo rings located in the bay-region exhibit greater electrophilicity and are thus more
reactive towards nucleophiles than DEs located on other positions of the molecule (Lowe and Silverman, 1981; Borosky, 1999). Furthermore, molecular orbital calculations predict a more easily formation and stabilization of a carbonium ion at the benzylic carbon atom for bay-region epoxides or DEs than in a non bay-region. In the former case, the positive charge delocalizes into the aromatic system, whereas in the latter case, it cannot (Jerina et al., 1976; Jerina and Lehr, 1977). Their high activity is also in part due to a relatively higher resistance to enzymatic hydrolysis or conjugation (Thakker et al., 1985). The resistance arises from a steric inaccessibility of the bay- and fjord-region DEs. The three properties of reactivity and yet stability and the detoxification resistance contributes to the unique biological properties seen with bay- and fjord-region DEs.

Structure and activity

Soon after the establishment of the bay-region theory, it became obvious that in order for a full explanation for differences in DNA-binding, mutagenicity and carcinogenicity to be explained one more level of structural complexity was required. In other words, the bay-region theory could not explain the differences in biological activity seen between diastereomeric and enantiomeric DEs. As seen in Figure 3, four stereoisomeric DEs can be formed during the metabolism to DEs. In the case of BP those are the diastereomeric pairs; (+)/–-anti- and (+)/–-syn-BPDE with the absolute configurations (RSSR/SRRS) and (SRSR/RSRS), respectively (Conney, 1982). The most common DEs formed in a biological system are the ones with (R,S)-dial (S,R)-epoxide absolute configuration (Pruess-Schwartz et al., 1984; Pruess-Schwartz et al., 1987; Ralston et al., 1995; Agarwal et al., 1997). The absolute configuration denoted R and S describe the spatial orientation of the functional groups, i.e. the diol and the epoxide. Because of the optical activity of the enantiomers, they will interact differently with optically active biomolecules, such as DNA, resulting in differences in chemical and biological activity. Interestingly, systematic studies of a number of bay-region DEs have demonstrated that those associated with high biological activity are in general the anti diastereomers, in particular the enantiomers with (R,S)-dial (S,R)-epoxide absolute configurations, corresponding to (+)-anti-DEs in bay-region and (–)-anti-DEs in fjord-region PAHs, respectively (Dipple, 1985; Jerina et al., 1991; Harvey, 1991).

Figure 3. Stereoelectronical orientation of the hydroxyl groups in anti- (A) and syn-DEs (B), respectively.

Figure 5. Diallylial and diequatorial orientation of the hydroxyl groups in anti- (A) and syn-DEs (B), respectively.
What seems to be responsible for the distinction in biological activity between anti and syn diastereomers is yet another structural feature. For each of the four conformations mentioned above, there are two preferred orientations of the hydroxyl groups relative to one another. The arrangement of the hydroxyl groups can be either pseudo-diequatorial (nearly in the plane of the molecule) or pseudo-diaxial (nearly perpendicular to the plane) (Figure 5) (Yagi et al., 1975). The anti-isomers of bay-region DEs prefer the diequatorial conformation whereas the syn-isomers prefer the diaxial conformation (Yagi et al., 1975). The latter conformation is believed to result in intramolecular hydrogen bonding between the benzylic hydroxyl group and the epoxide oxygen. As a result, this will lead to a higher chemical reactivity, i.e. hydrolysis, thus a smaller fraction capable of reacting with DNA etc. In contrast, the hydroxyl groups in the fjord-region DEs are diequatorially oriented in both the anti- and the syn-diastereomers (Sayer et al., 1981). As a result, also syn-enantiomers of the fjord-region DEs demonstrate high carcinogenic potency in contrast to bay-region ones (Wood et al., 1984; Glatt et al., 1991; Luch et al., 1994).

One of the most obvious structural differences between bay- and fjord-region PAH DEs is the difference in planarity. The molecular overcrowding between the rings located in the fjord-region leads to a distorted and more flexible molecule in contrast to the rigid and planar bay-region DEs (Figure 6) (Hirshfeld et al., 1963; Lewis-Bevan et al., 1995; Katz et al., 1998; Little et al., 1999). This was also confirmed during the present work and reported in paper III. Studies comparing the biological activity of bay- and fjord-region DEs have shown that the latter in general have a higher mutagenicity and carcinogenicity (Jerina et al., 1986; Glatt et al., 1991; Amin et al., 1995b; Amin et al., 1995a). The reason for this discrepancy is the relatively low solvolytic reactivity demonstrated by the fjord-region DEs compared to bay-region ones. Furthermore, fjord-region DEs also show a higher reactivity against nucleophilic macromolecules, e.g. DNA (Jerina et al., 1986; Jerina et al., 1991; Glatt et al., 1991).

Figure 6. BPDE (top), CDE (left) and DBPDE (right) as examples of planar bay- and nonplanar fjord-region DEs.
In 1981 Jerina et al. reported findings on the remarkable tumorigenic activity of the fjord-region DEs from benzo[c]phenanthrene (BcPh) suggesting that the high degree of crowding in the fjord-region could account for the remarkable biological activity (Jerina et al., 1981). A decade later the list of highly active fjord-region DEs was extended with benzo[c]chrysene (BcC) and benzo[g]chrysene (BgC) (Glatt et al., 1991; Phillips et al., 1991).

Up to date the most carcinogenic PAH identified in the environment (Sauvain et al., 2001; Seidel et al., 2004; Yu and Campiglia, 2005) is the fjord-region PAH dibenzo[a,l]pyrene (DBP) (Figure 6). DBP is several orders of magnitude more potent in experimental animals than for example the earlier proved most potent PAHs BP and 7,12-dimethylbenz[a]anthracene (DMBA) (Cavalieri et al., 1991; LaVoie et al., 1993; Higginbotham et al., 1993). DBP has in biological systems shown to be stereoselectively metabolized to (−)-anti- and (+)-syn-DBPDE, both with R-configuration at the benzylic carbon (Ralston et al., 1995; Baird et al., 1996). These two DEs have further been shown as exceptionally active mutagens in bacteria as well as mammalian cells (Luch et al., 1994; Luch et al., 1997; Yoon et al., 2004).

In summary, for a given PAH the tumorigenic activity seems at least in part to be dependent upon the following:

1. Location of the DE (bay- or fjord-region)
2. Absolute configuration at the benzylic carbon (R-absolute configuration)
3. Conformation of the molecule (planar or nonplanar)
4. Conformation of the hydroxyl groups (diequatorial conformation)

Detoxication of PAH diol epoxides

The known mechanisms of inactivation of PAH DEs include spontaneous hydrolysis to less harmful tetraols, further epoxidation by CYP450 to triol epoxides and pentaols (Dock et al., 1986; Grover, 1986). However, the glutathione transferase (GST) catalyzed conjugation with glutathione (GSH) is believed to be the most important enzymatic pathway for its inactivation (Robertson et al., 1986; Robertson and Jernström, 1986; Jernström et al., 1996). This has been further confirmed in cellular systems, that expression of GSTs significantly reduces the formation of DNA adducts (Romert et al., 1989; Hesse et al., 1990; Fields et al., 1994; Fields et al., 1998; Hu et al., 1999; Sundberg et al., 2000). A brief overview of the GST family is presented later. At least in humans, the GSH conjugate is subsequently converted into mercapturic acid and excreted via the kidneys.

PAH diol epoxide DNA adducts

PAH DEs can form adducts with DNA, RNA and proteins but their mutagenic and tumorigenic effects are thought to be related to the covalent interaction with DNA (Gräslund and Jernström, 1989; Szeliga and Dipple, 1998). The majority of DE derived DNA adducts has been found to result from reaction of the benzylic oxiranyl carbon of the molecule with the exocyclic amino groups of the DNA bases deoxyguanosine (dG) and deoxyadenosine (dA) (Jerina et al., 1991; Jernström and Gräslund, 1994; Szeliga and Dipple, 1998; Geacintov et al., 1997). Research looking
at preferences in formation of DNA adducts shows that bay-region DEs prefer forming adducts at the exocyclic N\textsuperscript{2}-amino group of dG, whereas the sterically hindered fjord-region DEs favor reaction with the N\textsuperscript{6}-amino group of dA (Koreeda et al., 1978; Meehan and Straub, 1979; Dipple et al., 1987; Ralston et al., 1995). For instance, the bay-region DE (+)-anti-BPDE (with R configuration at the benzylic carbon) has a >90 % preference of forming DNA-adducts with dG (Koreeda et al., 1978; Meehan and Straub, 1979), whereas the corresponding R-configured fjord-region (–)-anti-DBPDE shows a corresponding ~75 % preference for dA adducts (Ralston et al., 1995). The differences in preference in DNA binding between bay- and fjord-region DEs is, as mentioned above, also probably due the structural dissimilarities. Moreover, the pronounced preference of fjord-region DEs for dA has been suggested to, in part, explain the higher biologically potency observed with these DEs compared with the bay-region ones (Glatt et al., 1991; Ralston et al., 1995; Buterin et al., 2000).

Figure 7. The formation and structure of cis- and trans-dG adducts from the reaction with BPDE.
The benzylic oxiranyl carbon in the DE binds covalently to the exocyclic amino groups of the bases preferably by trans addition. However, since all DNA-DE adducts result from reaction at this carbon with the opening of the epoxide ring both cis and trans products can be formed. Cis and trans refer to the relative orientation of the amino group of dA or dG bound to the benzylic carbon and the adjacent hydroxyl group (Figure 7). Cis adducts are less conformationally flexible than trans adducts because they are inherently more sterically crowded, with two hydroxyl groups located on the same side of the benzylic ring as the purine- and sugar-residues. In contrast, the two hydroxyl groups in the trans adducts are located on the opposite side of the purine- and sugar-residues, leading to a less crowded adduct (Geacintov et al., 1997). As a result, some of these stereoisomeric adducts may adopt different conformations in DNA. DE DNA adducts can, relative to the DNA helix, either be located intercalated or external and situated in the major or minor groove, all depending on the stereochemistry of the adduct (trans or cis) and base preferences (dA or dG). This in turn disturbs the DNA conformation to varying extent, leading to a more or less efficient recognition and subsequent removal by the DNA repair machinery (Hess et al., 1997a; Buterin et al., 2000; Lin et al., 2001; Geacintov et al., 2002; Wu et al., 2002).

A number of studies have shown that DE-DNA adducts can either lead to a complete block of replication, when the DNA polymerase is unable to pass a bulky adduct, or a misincorporation, when the adduct is bypassed. The latter case, also called translesion synthesis, has recently been ascribed to the DNA polymerase Y superfamily; a family of error prone DNA polymerases which can display low fidelity which in turn may result in mutations (Goodman, 2000). The low reliability of the members of this family has been demonstrated in various systems with adducts derived from BPDE (Zhang et al., 2002; Shen et al., 2002; Avkin et al., 2004). The major mutations resulting from the presence of DE-DNA adducts are G → T or A → T transversions (Dipple et al., 1987; Jernström and Gräsland, 1994). However, to initiate the carcinogenic process, the mutation must take place at critical positions and in critical genes such as tumor suppressorgenes and protooncogenes.

**Removal of bulky diol epoxide adducts**

To handle the great number of different types of DNA adducts/damage that may arise in a cell a versatile and sophisticated cellular machinery comprised of a number of different pathways has been developed (Sanca, 1996; Wood, 1996; Hoeijmakers, 2001). The two main mechanisms for excision of DNA damage are base excision repair (BER) and nucleotide excision repair (NER). A third mechanism, mismatch repair, has as main function to correct errors of DNA replication and to act on heteroduplexes formed during recombination. BER mainly acts on “smaller” DNA damages caused by endogenously hydrolysis, oxygen free radicals, and simple alkylating agents. NER is the most versatile pathway among these three systems with the capability to remove a large variety of structural unrelated lesions. The most obvious function of NER in humans is to remove those photoproducts from DNA caused by UV-irradiation (e.g. sunlight). This is especially apparent in individuals with NER defects, e.g. the disorder xeroderma pigmentosum (XP) where patients show a high incidence of UV-related skin
cancers (reviewed in Berneburg and Lehmann, 2001). However, NER has also been shown to be the major DNA repair strategy for eliminating a vast number of bulky DNA adducts. Accordingly, bulky PAH DE DNA adducts are primarily repaired by NER (Wood, 1999; Braithwaite et al., 1999; Mitchell et al., 2003), although both the DNA mismatch repair and BER have been reported to be involved (Wu et al., 2003; Braithwaite et al., 1998).

**Nucleotide excision repair**

NER further divides into two sub pathways. The first pathway is termed global genomic repair (GGR) and involves repair activity against DNA lesions across the genome. The second pathway coupled to active transcription and DNA lesions in the transcribed strand of active genes is termed transcription-coupled repair (TCR) (Mitchell et al., 2003; Hanawalt et al., 1994). This highly specific function of TCR is reflected in a higher rate of adduct removal relative to GGR (Bohr et al., 1985; Mellon et al., 1987).

The upstream regulation of NER is controlled by the action/activation of the DNA repair kinases ATM and ATR, which upon stalled replication or transcription, arrests cell cycle progression and recruits DNA repair machinery via activation, i.e. phosphorylation, of a number of modulators. One of the key players in the subsequent signaling is the tumor suppressor protein, p53. Activated p53 regulates a number of downstream cellular processes such as cell cycle arrest, apoptosis and DNA repair (Costa et al., 2003; Bassal and El-Osta, 2005; Adimoolam and Ford, 2003). Delaying the progression of the cell cycle provides the repair machinery with additional time to remove the damage before continuing the cycle. Regarding the role of p53 in NER, it is well accepted that p53 is involved in the transactivation of proteins partitioning in GGR, while the role of p53 in TCR is controversial (reviewed in Sengupta and Harris, 2005).

NER in human cells essentially involves the steps; recognition of DNA damage, incision and subsequent excision of the DNA strand containing the lesion, and finally DNA synthesis and ligation, a process including more than 30 proteins (Figure 8) (Lindahl and Wood, 1999; de Laat et al., 1999; Riedl et al., 2003; Dip et al., 2004). The most critical step in NER is the recognition of the DNA lesion, a mechanism principally different in GGR and TCR. While the protein complexes DDB and XPC-hHR32B are responsible for the rate-limiting step in GGR, the arrest of RNA polymerase II upon encountering a DNA adduct during translation initiates the repair in TCR (Figure 8) (Dip et al., 2004; van Hoffen et al., 2003). Although the initiation of the two different pathways is different, they both lead to the recruitment of the entire repair protein apparatus, in the latter case with the help of the Cockayne syndrome proteins CSA and CSB. Subsequently, the lesions are opened by the concerted action of XPA, replication protein A (RPA), and the helicase subunits of the transcription factor IIH (TFIIH) complex. During incision of the damaged DNA, the XPF complex cuts at the single-strand to double-strand transition on the 5′ side of the damage, and XPG cuts at the 3′ side of the open complex.
Finally, DNA excision and de novo synthesis is accomplished by mammalian DNA replication factors such as the heterotrimeric replication protein A (RPA), proliferating cell nuclear antigen (PCNA), and DNA polymerase δ and ε. The reaction is completed by ligation of the newly synthesized DNA (Costa et al., 2003; van Hoffen et al., 2003) (Figure 8).

The recognition of adducts by the NER enzymes are dependent on adduct conformation and the associated helix distortion. Geacintov et al. (Geacintov et al., 2002) have summarized this in a multi-partite model, as an extension of the bi-partite model earlier advanced by Naegeli and co-workers (Naegeli et al., 1992; Hess et al., 1997b), describing the different characteristics determining the fate of the adduct, i.e. being recognized and repaired or not. The multi-partite model includes among other factors the presence of a chemical alteration of DNA, distortions such as disruption of the Watson-Crick hydrogen bonding, base displacement, and helix bending.
When it comes to DNA adducts derived from the reaction with PAH DEs, striking differences in relative repair susceptibilities between stereoisomeric adducts have been observed. This is also the case with two of the most studied DNA adducts concerning the relationship between structure and repair activity, i.e. those derived from the anti enantiomers of BPDE (bay) and BcPhDE (fjord). Based on studies using oligonucleotides specifically modified with these two DEs and in vitro NER assays, high resolution NMR, molecular dynamics and studies on thermal stabilities, Geacintov et al. have summarized the effect of adduct conformation on the efficiency of NER (Geacintov et al., 2005). The adducts removed with highest efficiency are those intercalated and showing a base displacing effect, e.g. cis-BP-dG (Figure 9A). In this case, the intercalated position of the aromatic residue leads to severe rupture of proper Watson-Crick bonds between the modified guanine and the adjacent cytosine and subsequently perturbation of the helix. Second most easily repaired are intercalated adducts but without a base displacing effect, e.g. trans-BP-dA. In this case, the aromatic moiety does not affect the hydrogen bonding or severely distort the helix structure. This is most likely due to the structural discrepancy between cis and trans adducts as mentioned above. Further, adducts localized externally and in the minor groove, as in the case of trans-BP-dG, are to some degree removed with less efficiency. This difference is most likely attributed to the lower degree of distortion of the DNA helices compared to the stereoisomeric cis-BP-dG.

Figure 9. Structure of adducts derived from PAH DEs. A) cis-BP-dG; an adduct with base-displaced intercalative conformation, as clearly can be seen by the heavily displaced base pair (Cosman et al., 1993). B) trans-BcPh-dG; an intercalated adduct without base-displacing as a result of optimal base stacking (Lin et al., 2001). PAH DE adducts in red and the affected base pairs in blue. C) PAH DE adducts placed in order of precedence of being recognized and removed by NER.
Interestingly, studies in mouse skin indicate that externally localized DNA adducts of both BPDE and DBPDE are removed more rapidly than adducts with internal localization (Suh et al., 1995; Jankowiak et al., 1998). This implies that there is no simple correlation between activities obtained from in vitro experiments and the activities observed in complex cellular systems. Comparing adducts derived from BPDE and BcPhDE, the most refractory adducts are those derived from the fjord-region DE anti-BcPhDE. Even though both trans-BcPh-dA and -dG adducts have an intercalated conformation (Figure 9B) they are removed with much lower efficiency. The explanation for this remarkable difference is the different topologies of the aromatic ring systems of the fjord BcPh and bay BP residues. Whereas the latter is planar and rigid (Figure 9A), the flexible distortion of fjord-region DEs allows the residue to adapt according to the bases and thus optimize base stacking (Figure 9B). This in turn leads to intact Watson-Crick base pairs, undisturbed helix structure and consequently less efficient recognition and subsequent repair by the NER machinery (Geacintov et al., 2005). Whether this also is true for larger fjord-region DEs is still unclear. However, thermal melting experiments, looking at the effect of the DE lesion on the “melting temperature” $T_m$ of the DNA duplex, indicates that also the larger BgCDE and DBPDE to a very small extent destabilize the base pairing and helix structure (Ruan et al., 2002). In addition, available information from experiments looking at differential repair of fjord- vs. bay-region DE-DNA adducts in cell-free human systems as well as mammalian systems indicates the presence of a comparable preference (Luch et al., 1999; Buterin et al., 2000; Lloyd and Hanawalt, 2002). This will be discussed in more detail in the section Present investigation and in conjunction to papers IV and V.

To conclude, the susceptibility of different PAH-DNA lesions to NER depend on; the stereochemistry of the adduct and the base modified (dG or dA), adduct conformation, and finally the extent of distortion on DNA caused by the adduct.
Glutathione transferases

Glutathione transferases (GSTs) catalyze the nucleophilic attack of glutathione (GSH) on an electrophilic center. The GST enzyme family is mainly involved in detoxification, and in some cases, activation of a wide variety of chemicals. The first report on enzyme-catalyzed GSH conjugation dates back to 1961 when cytosolic fractions of rat liver were observed to catalyze nucleophilic substitution reactions of aromatic halogen compounds (Booth et al., 1961; Combes and Stackelum, 1961). The GSTs catalyze numerous reactions including nucleophilic aromatic substitution reactions, epoxide ring openings, reversible Michael additions, isomerizations, and peroxidase reactions, to name a few (Eaton and Bammler, 1999). These enzymes have been found in almost every organism examined, including bacteria, plants and animals (Hayes and Pulford, 1995). The GST system is multi enzymatic and fall into two distinct superfamilies: the soluble GSTs and the microsomal membrane-bound GSTs. In the soluble family, the cytosolic and mitochondrial GSTs, comprise soluble enzymes that are structurally and evolutionarily distantly related (Ladner et al., 2004; Robinson et al., 2004).

The microsomal GSTs are members of the family of membrane bound enzymes called MAPEG (Membrane Associated Proteins involved in Eicosanoid and Glutathione metabolism) (Jakobsson et al., 1999). The first enzyme of the MAPEG family was discovered in 1980 (Morgenstern et al., 1980). To date, six family members have been identified (Jakobsson et al., 1999). Two of the members are crucial for the endogenous metabolism of physiologically important reactive lipophilic intermediates (leukotrienes) (Dixon et al., 1990; Miller et al., 1990; Mancini and Evans, 1993), and three are cytoprotective exhibiting glutathione transferase and peroxidase activities in the detoxification of highly reactive lipophilic compounds of exogenous and endogenous origin (Jakobsson et al., 1996; Jakobsson et al., 1997).

Soluble human glutathione transferases

Classification and nomenclature

The human cytosolic GSTs occur in multiple forms, thus a concise classification and nomenclature is needed (Mannervik, 1985; Mannervik et al., 1992). The classification is based on the proteins primary structure, i.e. their amino acid sequence. It is generally accepted that GSTs that share more than 40-50% identity are included in the same class, and those that possess less than 25-30% identity are assigned to separate classes. Among the soluble GSTs up to date at least eight distinct gene classes are known: Alfa, Kappa, Mu, Omega, Pi, Sigma, Theta, Zeta and more than 16 proteins have been characterized in human (Hayes et al., 2005). They can form either hetero- or homodimers whereas heterodimers only can be formed between subunits within a class (Mannervik and Widersten, 1995; Rowe et al., 1997). The subunits are denoted by Arabic numerals. For example, GSTA1-1 describes the homodimer of two GSTA1 subunits. Lower case letters (h for human, m for mouse etc) preceding GST denotes the
species. In the instance of allelic variants of isoenzymes, a lower case letter is used for designation, e.g. GSTM1a-1a.

**Tissue distribution and expression**

GSTs have been found in almost all organs in the human body, with the highest levels in the testis and the liver (Rowe et al., 1997; Awasthi et al., 1994). The profiles of the individual isoenzymes differ significantly among different tissues. Alpha class GSTs are, in general, relatively highly expressed in kidney, testis and liver, where it can represent as much as 2-3% of the total cytosolic protein. Depending on the specific sub-family, Mu class GSTs are expressed to different extents in different tissues. GSTP1-1 is expressed in relatively high levels in brain and lung, but not in liver. Theta class GSTs are expressed predominantly in liver and kidney, and only at relatively low levels in lung (Rowe et al., 1997), whereas Sigma and Omega classes are mainly expressed in liver (Hayes and Strange, 2000). Kappa class GSTs, so far only found in mitochondria and peroxisomes, appear to be widely expressed in human tissue (Morel et al., 2004). In addition, different GST subunits are expressed in a tissue-specific manner, giving raise to a very complex enzyme pattern.

In common with other phase II enzymes, levels of expression of GST can be significantly induced by exposure to xenobiotics. The induction of GST by xenobiotics is mediated through different transcriptional mechanisms. Several GST genes contain antioxidant response element (ARE), xenobiotic response element (XRE), glucocorticoid response element (GRE) and cAMP response element (CRE) (Hayes and Pulford, 1995; Jhaveri and Morrow, 1998). PAHs, such as 3-methylcholanthrene (3-MC) and BP, have been shown to induce the expression of GSTs in rodents via binding to the Ah-receptor which in turn interacts with the XRE of the gene in question, the mechanism is most likely the same in humans (Hayes and Pulford, 1995).

**3D structure**

Chronologically, the following human GSTs have been determined by X-ray diffraction analysis; GSTP1-1 (Reinemer et al., 1992), GSTA1-1 (Sinning et al., 1993), GSTM2-2 (Raghunathan et al., 1994), GSTT2-2 (Rossjohn et al., 1998), GSTA4-4 (Bruns et al., 1999), GSTM3-3 (Patskovsky et al., 1999b), GSTM1a-1a (Patskovsky et al., 1999a), GSTO1-1 (Board et al., 2000), GSTZ1-1 (Polekhina et al., 2001), and GSTA3-3 (Gu et al., 2004). Up to date more than 130 different structures of GSTs have been determined, originating from all species spanning from yeast to human, including point mutated, fused, and proteins with or without ligand etc (Berman et al., 2000). A number of GST structures containing PAH related ligands have been determined, including two hGSTP1-1 structures with GSH conjugate of (+)-anti-BPDE (Ji et al., 1999) and one with conjugated phenanthrene DE (Ji et al., 1997).

As a common feature, the cytosolic GSTs are composed of two subunits related to one another by a 2-fold symmetry axis. Between the two domains is a short variable linker region of 5-10 residues. In spite of differences in amino acid (aa) sequences all soluble GST has basically the same protein fold, which consist of two structural domains. The N-terminal domain is composed of mixed α/β-structures and contains the G-site. The C-terminal domain contains many, though not all, of the aa residues forming the H-site.
and consists of α-helices. The active site on each subunit of the GST molecule consists of a G-site (GSH-binding site) and an H-site (hydrophobic substrate binding site). The G-site is well conserved between GST-classes with a high specificity for GSH whereas the H-site shows a great variation between the classes, and thus allows interactions with different electrophilic substrates, resulting in a broader and more variable substrate binding specificity (Mannervik and Widersten, 1995; Armstrong, 1997). Looking closer at the three most common GSTs, classes Alpha, Mu and Pi, some notable differences are evident in the region of the active site. The Alpha class GST contain an extra C-terminal α-helix, this helix covers the substrate bound in the H-site (Figure 10A), which is thought to explain the preference of Alpha class GSTs for more hydrophobic compounds (Allardyce et al., 1999). The Mu class enzyme contains an extra loop, restricting the active site from the environment (Figure 10B). In contrast, GSTP1-1 lacks both of these structural features and has an active site, which appears to be more accessible for substrates (Figure 10C) (Mannervik and Widersten, 1995; Armstrong, 1997).

Figure 10: Comparison of the active sites and their structures between monomeric hGSTA1-1 (A), hGSTM1-1 (B), and hGSTP1-1 (C). The structures are obtained from references mentioned above.
GSH conjugation

All GSTs possess the ability to conjugate GSH with compounds containing an electrophilic centre with the general reaction:

\[ R-X + GSH \rightarrow GSR + HX \]

The G-site is responsible for the most fundamental aspect of the catalytic mechanism, namely binding the first substrate GSH and activating its sulfur for nucleophilic attack. The nucleophilic sulfhydryl group of cysteine in GSH, -SH, plays an important role in reactions with electrophilic compounds. The cloud of electrons surrounding the nucleus of the sulfur atom is highly polarizable and thus making the sulfhydryl group a soft and efficient nucleophile for reactions with electrophilic compounds. This is accomplished via a number of electrostatic and hydrogen-bonding interactions and a lowering of the pKa of the thiol group of GSH from 9.0 to about 6.5 (Armstrong, 1997). The class Alpha, Mu, and Pi enzymes have recruited the hydroxyl group of a tyrosyl residue located near the polypeptide to activate the sulfhydryl group of bound GSH (Liu et al., 1992; Kolm et al., 1992; Wang et al., 1992). Additionally, the class Alpha enzyme has recruited yet another residue into the inner coordination sphere of the sulfur, the side chain of Arg15 (Björnestedt et al., 1995). The at least as important role of the H-site is to harbor the electrophilic substrate mainly through hydrophobic interactions facilitating the conjugation reaction (Armstrong, 1997).

Although the conjugation of GSH to lipophilic substrates increases the water solubility, and as a result facilitates the removal from the cell, this might not be the most important function of GSTs. According to Hayes et al. (Hayes and Pulford, 1995), the major biological benefit of GSH conjugation of lipophilic compounds lies in the tagging event, signaling an export of the conjugate from the cell, rather than an increase of the compounds solubility. The export of GSH conjugates from the cell is actively performed by the multidrug resistance protein (MRP) family, an ATP dependent efflux pump with a broad specificity of ionic conjugates e.g. GSH conjugates (Ishikawa, 1992; Commandeur et al., 1995; Ishikawa et al., 2000). Nine MRP proteins have to date been identified (Haimeur et al., 2004), and these are all members of the C family of the ABC transporters. Among these, MRP1 and MRP2 can export GSH conjugates (Paumi et al., 2001; Morrow et al., 2000). The conjugates are then excreted in bile, via the kidney, mostly as mercapturic derivatives.

Studies by Srivastava et al. have shown that the MRP2 (cMOAT/MDR2) pump is responsible for the efflux of (+)-anti-BPDE GSH-conjugates and that this event is important for avoiding product inhibition of GST activity as well as protection against BPDE induced DNA damage (Srivastava et al., 1998; Srivastava et al., 1999; Srivastava et al., 2002).
Substrates and specificities

The GST substrates share three common features; they are usually lipophilic, possess an electrophilic centre, and are to some extent conjugated non-enzymatically with GSH (Parkinson, 1996). In general, the transferases display overlapping substrate specificities, with known substrates spanning from environmental pollutants to drugs and endogenous molecules (Eaton and Bammler, 1999).

One of the first substrates to be discovered, and still of great importance is 1-chloro-2,4-dinitrobenzene (CDNB) (Clark et al., 1973), which since has been regarded as the typical GST substrate and a great aid in the early protein characterization (Habig and Jakoby, 1981). As mentioned, catalyzed reactions include conjugation/substitution, conjugation/addition, reduction, isomerization and denitrosation (Mannervik and Widersten, 1995). GSTs are of special interest to toxicologists because they metabolize cancer chemotherapeutic agents such as thiotepa and cyclophosphamide, pesticides and environmental pollutants DDT and lindane, carcinogens such as aflatoxin B\textsubscript{1} and BPDE, and by-products of oxidative stress, for example acrolein and fatty acid hydroperoxides (Hayes and Pulford, 1995). GSTs also show a selenium-independent GSH peroxidase activity toward organic hydroperoxides. Preferences in substrate and reactions catalyzed by human GSTs are summarized in Table 2.

Table 2. Substrate or reaction preferences of human glutathione transferases*

<table>
<thead>
<tr>
<th>Class</th>
<th>Substrates or reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha</td>
<td>CDNB, CuOOH, PAH DEs, EA, 4-hydroxynonenal</td>
</tr>
<tr>
<td>Kappa</td>
<td>CDNB, CuOOH, (S)-15-hydroperoxy-5,8,11,13-eicosatetraenoic acid</td>
</tr>
<tr>
<td>Mu</td>
<td>CDNB, AFB\textsubscript{1}-epoxide, PAH DEs, styrene-7,8-oxide, PGH\textsubscript{2}→PGE\textsubscript{2}</td>
</tr>
<tr>
<td>Pi</td>
<td>CDNB, acrolein, PAH DEs, EA, thiotepa</td>
</tr>
<tr>
<td>Sigma</td>
<td>PGD\textsubscript{2} synthase (PGH\textsubscript{2}→PGD\textsubscript{2})</td>
</tr>
<tr>
<td>Theta</td>
<td>BCNU, CuOOH, butadiene epoxide, menaphthyl sulphate</td>
</tr>
<tr>
<td>Zeta</td>
<td>Dichloroacetate, fluoroacetate, maleylacetoacetate</td>
</tr>
<tr>
<td>Omega</td>
<td>Thioltransferase, dehydroascorbate reductase</td>
</tr>
</tbody>
</table>

*adapted from (Hayes and Strange, 2000; Hayes et al., 2005). For abbreviations, please see refs.

As mentioned earlier the major detoxication route of the ultimate carcinogenic bay- and fjord-region PAH DEs is GSH conjugation catalyzed by GSTs. In general, Alpha, Mu and Pi class enzymes are able to conjugate PAH DEs with varying capability. Those that are metabolized by GST include DEs produced from chrysene, methylchrysene, benzo[c]chrysene, benzo[g]chrysene, benzo[c]phenanthrene, benzo[a]pyrene, dibenz[a,h]anthracene, and dibenz[a,l]pyrene (Jernström et al., 1996; Sundberg et al., 1997; Hu et al., 1998; Sundberg et al., 1999). As reported in paper II, Alpha class GSTs, and in particular, A1-1 was shown to be exceptionally efficient in conjugating and detoxifying the highly potent DEs from dibenz[a,l]pyrene. The broad ability of
GSTs to conjugate PAH DEs will be discussed in more detail in the section Present investigation in conjunction to papers I and II.

In some cases, conjugation with GSH enhances the toxicity of a xenobiotic. Examples of this are GSH conjugates of dihalomethanes, 1,2-dihaloalkanes and haloalkenes, which in all cases lead to the formation of reactive intermediates (Anders, 2004). This fact has been exploited in cancer chemotherapy using drugs activated by GSTs in efforts targeting tumors overexpressing particular transferases (Lyttle et al., 1994; Morgan et al., 1998). On the other hand, over expression of GST in mammalian tumor cells has been implicated with resistance to various anticancer agents and chemical carcinogens (Hayes and Pulford, 1995).

Another aspect of substrates is those that are not conjugated with GSH but bind covalently or noncovalently to GST. It has been known for many years that GSTs interact more or less covalently with hydrophobic compounds such as 3-MC, steroids, certain hormones, bile acids, heme, and fatty acids. The noncovalent binding activity led to class Alpha GST originally being called Ligandin. The biological significance of these interactions is still unclear but functions such as suicide behavior and intracellular/organ transporters or buffers have been suggested (Hayes and Pulford, 1995).

Polymorphism in GST genes

As mentioned earlier GSTs have been found in almost all organs and tissue in the human body, with the highest levels in the testis and the liver (Rowe et al., 1997; Zimniak et al., 1994), consequently the presence of GST polymorphisms is likely to contribute to interindividual differences in response to xenobiotics. Among the seven cytosolic GST classes, identified genetic polymorphisms have been detected in every one of them (reviewed in Hayes and Strange, 2000; Hayes et al., 2005). The enzymes GSTM1-1 and GSTT1-1 both have a frequently occurring null phenotype, with an incidence of around 50 and 15% in Caucasian populations, respectively (Warholm et al., 1980; Board, 1981; Pemble et al., 1994). This has lead to a number of studies of whether individuals lacking these two enzymes have a higher incidence of bladder, breast, colorectal, head/neck, and lung cancer. In general, individual GST genes do not seem to have a significant impact on susceptibility to cancer, while combinations of polymorphisms (null or “regular”) may have modest effects (Benhamou et al., 2002; Hashibe et al., 2003; van Lieshout et al., 1999).

Looking at the studies focusing on the relationship between toxic effects from PAHs, often in correlation to smoking or occupational exposure, and genetic variations in GST genes, the majority of the studies have been focusing on BPDE DNA adducts and the GSTM1*0 genotype. In a summary of published data on the modulation of (+)-anti-BPDE DNA adduct levels in smokers’ lung by CYP1A1 and GSTM1 genotypes, the correlation was more pronounced in lung parenchyma from persons with the GSTM1*0 genotype. Furthermore, carriers of the CYP1A1*2-GSTM1*0 genotype had higher BPDE DNA adduct levels than those with CYP1A1*1/*1-GSTM1*0 (Alexandrov et al., 2002). Studying coke-oven workers and the effect of GSTM1*0 genotype on (±)-anti-
BPDE DNA adducts in mononuclear white blood cells showed that individuals with null genotype had a significantly higher risk of having high BPDE adduct levels than individuals with active *GSTM1* genotype (Pavanello et al., 2004). Another study looked at the correlation between levels of BPDE DNA adducts in leukocytes from smokers and polymorphism of *GSTM1*, *GSTP1* and *CYP1A1*. Their results showed that subjects in the “high-risk” group, *i.e.* polymorphic in all three genes, had higher levels of BPDE DNA adducts compared to those having a “normal” genotype (Lodovici et al., 2004). In summary, individuals smoking or with a “high exposure” occupation which also are carriers of genetic polymorphisms in GST genes generally show a higher level of PAH derived DNA adducts compared to controls. It is possible to assume that subjects with enhanced hereditary capacity to activate, and/or low capacity to deactivate, PAHs are at higher risk of developing cancer when exposed to cigarette smoke or other PAH-polluted sources.
PRESENT INVESTIGATION

Aim of the study

The aim of the study was to gain further knowledge about the biotransformation of PAH DEs catalyzed by human GSTs and in addition to learn more about differences in DNA adduct formation and removal. These were studied separately and in conjunction to each other, i.e. the impact of GSH conjugation on levels of DNA damage. We have used methods representing different scientific approaches; theoretical, molecular, in vitro, and cellular, in order to elucidate the area in different aspects. By using BPDE and DBPDE, two of the most potent PAH DEs with distinct biophysical and structural features, as our test compounds have we not only studied a bay- and a fjord-region DE, but also coherently throughout the project studied the effect of lipophilicity, reactivity, and structure on biological activity, i.e. conjugation and DNA adduct formation and removal.

Results and discussion

As mentioned earlier, GSTs and more specifically Alpha, Mu and Pi class enzymes are capable of conjugating PAH DEs, although with varying efficiency. A number of articles have been published by our laboratory and others on the activity of purified human GSTs A1-1, M1-1, and P1-1 towards a number of diastereomeric and enantiomeric bay- and fjord-region DEs (Jernström et al., 1996; Sundberg et al., 1997; Sundberg et al., 1998a; Sundberg et al., 1998b; Hu et al., 1998). Although the information from experiments with cells expressing GSTs is limited, evidence points to a key role in DE-detoxification and, thus, protection against DNA adduct-formation (Romert et al., 1989; Hesse et al., 1990; Fields et al., 1994; Hu et al., 1999). The results presented in papers I, II, and III extend and verify knowledge in this field regarding activities, preferences, and the effect of GSH conjugation on formation of DNA adducts. Moreover, the papers discuss the impact of biophysical properties on activity and preference.

Apart from variations in detoxication, the difference in biological activity of bay- and fjord-region PAHs can be ascribed to the following facts:

1. The fjord-region category is expected to be distorted due to the inherent steric crowding of the molecule (Katz et al., 1998; Little et al., 1999).
2. Fjord-region DEs generally bind more extensively to DNA than the bay-region analogues and predominantly react with adenine residues rather than guanine in DNA (Koreeda et al., 1978; Giles et al., 1995; Ralston et al., 1995).
3. Adducts of fjord-region DEs distort DNA less than the more rigid bay-region DEs leading to a less efficient adduct recognition and removal by NER (Geacintov et al., 1997; Guo et al., 2003; Geacintov et al., 2005).
4. p53-mediated adduct recognition and cell cycle arrest seem to be different with fjord-region DEs as compared with bay-region ones (Binkova et al., 2000; Lloyd and Hanawalt, 2002).
The correlations as well as the effect of the four points is presented and discussed in papers III, IV, and V.

**GSH conjugation**

*Structure rather than reactivity as a determining factor of activity and preference*

GSTA1-1 has in previous studies been shown to have substantially higher activity than that of human GSTs P1-1 and M1-1 against the potent fjord-region DEs of benzo[c]phenanthrene, benzo[c]chrysene and benzo[g]chrysene (Jernström et al., 1996; Sundberg et al., 1997). Recent work has also shown that alpha class GSTs from mouse are highly active with fjord-region DEs (Hu et al., 1998; Xia et al., 1998). In paper II, we investigated the catalytic activities of GSTs A1-1, A2-2, A3-3, and A4-4, toward the ultimate carcinogenic (+)-syn- and (−)-anti-BPDE, and (+)-anti-BPDE (with R configuration at the benzylic carbon), respectively. Our results showed that GSTA1-1 demonstrated activity with all DEs tested whereas A2-2 and A3-3 only were active with the DBPDE enantiomers (Table 3). With GSTA4-4, no detectable activity was observed. This was explained by molecular modeling clearly indicating that the main reason for the lack of activity with the DEs and GSTA4-4 is a shallower and narrow H-site, which cannot accommodate substrates of this class. In a more recent study, activity against (+)-anti-BPDE of both hGSTA1-1 and A2-2 was reported. However, the activity of GSTA2-2 was 5-fold lower compared to GSTA1-1 (1.1 vs. 0.2 mM⁻¹s⁻¹) (Singh et al., 2004). By using site-directed mutagenesis, the authors showed that the single aa of Ile-11 was responsible for the differences in catalytic activities.

**Table 3. Kinetic constants for human GSTA variants A1-1, A2-2, and A3-3 toward (−)-anti- and (+)-syn-BPDE**

<table>
<thead>
<tr>
<th></th>
<th>(+)-anti-BPDE</th>
<th>(−)-anti-BPDE</th>
<th>(+)-syn-BPDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSTA1-1</td>
<td>2.6</td>
<td>66.3</td>
<td>464</td>
</tr>
<tr>
<td>GSTA2-2</td>
<td>nd¹</td>
<td>3.4</td>
<td>30.4</td>
</tr>
<tr>
<td>GSTA3-3</td>
<td>nd</td>
<td>16.2</td>
<td>190</td>
</tr>
</tbody>
</table>

¹nd; not detectable.

As shown previously with GSTA1-1 and the fjord-region DEs discussed above, a marked preference for catalyzing S-glutathionylation of the (+)-syn-enantiomers was observed (Jernström et al., 1996). This was also the case with DBPDE, (+)-syn-BPDE was superior as substrate compared to the (−)-anti-enantiomer with GSTA1-1 as the most efficient enzyme with a notable $k_{cat}/K_m$ of 464 mM⁻¹s⁻¹, followed by A3-3 and A2-2. With (−)-anti-BPDE, the $k_{cat}/K_m$ values were in general about 10-fold lower. Molecular modeling was used in order to reveal factors governing substrate-enzyme interactions and catalytic efficiencies. The docking calculations of free DBPDE enantiomers or their GSH conjugates in GSTA1-1 show that the large aromatic residue of DBPDE fits well into the H-site where it interacts with the aromatic side chains of Phe10 and Phe220. In addition, a number of key amino acids have been identified lining the rest of the active site creating a hydrophobic cavity, large enough to accommodate the bulky DBPDE molecules. Interestingly this is not in line with what has been indicated by another study suggesting the narrow H-site of hGSTA1-1 as the...
structural basis for the high difference in activity of human and mouse GSTA1-1 towards anti-BPDE (Gu et al., 2000).

Comparing the GSH conjugates derived from (+)-syn-DBPDE and (−)-anti-DBPDE, respectively, with molecular modeling, explained the higher activity of GSTA1-1 for the former by demonstrating more favorable interactions between the substrate and the enzyme-GSH complex. Comparing the conformation of the molecules reveals that the position of the hydroxyl group at position 12 is drastically affected depending on the absolute configuration of the hydroxyl groups i.e. R,S or S,R and, in the case of (+)-syn-DBPDE (S,R) this exposes the benzylic oxirane carbon for a more favorable S-glutathionylation. These results show that the spatial orientation of the hydroxyl groups are important determinants for the catalytic efficiency and thus responsible for the observed 10-fold difference in catalytic activity.

Replacing (−)-anti-DBPDE with the less structurally distorted (+)-anti-BPDE, revealed that GSTA1-1 was 25-fold less active. Compared to BPDE, DBPDE is considerably more lipophilic due to the additional benzo ring and, due to the structural distortion of the molecule more bulky. Previous work with human GSTA1-1 and the less complex fjord-region DEs from benzo[c]phenantrene, benzo[c]chryesene and benzo[g]chryesene indicated that increased complexity of the aromatic ring system and thus, increased lipophlicity of the substrate was associated with increased catalytic efficiency (Jernström et al., 1996). A correlation between increased lipophilicity and activity has been observed with mammalian GSTs and 4-hydroxyalkenals with an increasing number of methylene groups (Danielson et al., 1987). Accordingly, such factors, rather than the inherent chemical reactivity of the benzylic oxirane carbon, seem to promote the interaction and the rate of the subsequent conjugation reaction.

What determines the efficiency of GST in the intact cell?

In paper I we constructed and characterized mammalian V79 cells stably overexpressing human GSTs A1-1, M1-1, and P1-1 in order to study the function of GSTs in a biologically more relevant system. V79 Chinese hamster lung fibroblast cells have been used extensively as indicator cells in mutagenicity and cytotoxicity studies. V79 cells lack CYP450 expression but contain significant amounts of Pi class GST. However, despite this the cells lack the ability to conjugate (+)-anti-BPDE with GSH (Swedmark et al., 1996). In our study, the V79MZ clone was used. This clone has frequently been used in studies on various xenobiotic-metabolizing enzymes (Glatt et al., 1991).

The three GST overexpressing clones used in this study were denoted V79MZhA1-1, M1-1, and P1-1, respectively. These cell lines were characterized with respect to total and cytosolic protein contents, and amounts and concentrations of GSH and active GST (Paper I Table 2). The V79 clones were further characterized by estimating the cytosolic GST activity toward (+)- and (−)-anti-DBPDE.

The cytosolic fractions obtained from the V79MZhA1-1 and V79MZhM1-1 cells catalyzed GSH conjugation of both enantiomers, whereas cytosol from the V79MZhPi-1 cells was only active toward (−)-anti-DBPDE, the enantiomer with R-absolute configuration at the benzylic oxirane carbon (Table 4). The exclusive preference observed with GSTP1-1 is fully consistent with previous results using the pure enzyme (Sundberg et al., 1997). For comparison, the results from experiments using pure enzymes were included. Surprisingly, the apparent \( k_{\text{cat}}/K_m \) observed in the
GSTA1-1 cytosol was substantially reduced. In fact, only 10 % of the activity was observed with both anti DBPDE enantiomers. However, upon isolation from the cytosolic fraction GSTA1-1 regained full activity indicating that factors present in the V79MZhA1-1 cytosol are responsible for the suppressed activity rather than a defective protein. Activity of GSTA1-1 against DBPDE and BPDE in presence of proteins (bovine serum albumin, cell extract, and cytosol) has been measured (unpublished data). Rather than inhibiting the GSTA1-1 catalyzed conjugation reaction a marked stimulation was observed. In contrast to what was seen above, the results from these relatively simple in vitro experiments indicate that the possible GSTA1-1 inhibitor is not of cytosolic nor cell extract origin.

In agreement with previous results with the potent fjord-region DEs of benzo[c]phenanthrene, benzo[c]chrysene and benzo[g]chrysene (Jernström et al., 1996; Sundberg et al., 1997), the activity of recombinant GSTA1-1 toward the anti-DBPDE enantiomers was substantially higher than that of human GSTs P1-1 and M1-1 (Table 4).

Table 4. Catalytic efficiencies toward DBPDE in cytosolic fractions and human GSTs isolated from V79MZ transfectants

<table>
<thead>
<tr>
<th>GST activity</th>
<th>(+)-anti-DBPDE (mM⁻¹s⁻¹)</th>
<th>(-)-anti-DBPDE (mM⁻¹s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cytosolic fraction</td>
<td>pure enzyme</td>
</tr>
<tr>
<td>V79MZhA1-1</td>
<td>1.1</td>
<td>10.6</td>
</tr>
<tr>
<td>V79MZhM1-1</td>
<td>1.4</td>
<td>2.3</td>
</tr>
<tr>
<td>V79MZhP1-1</td>
<td>nd</td>
<td>nd</td>
</tr>
</tbody>
</table>

nd; not detectable.

The V79 cells in paper I were also incubated with the R-configured anti-enantiomers of DBPDE and BPDE, to study the effect of GSH conjugation on DNA adduct formation (see below). Furthermore, the cells were used to attempt to identify factors governing the accessibility of lipophilic DE substrates for GSTs in the intact cell. Lipophilicity and chemical reactivity are factors likely to affect both the accessibility and availability of a compound for GST catalyzed reactions. This was done by calculating the expected rate of GSH conjugation based on the catalytic activity of the pure enzymes and estimated intracellular available amount of BPDE and DBPDE, which allowed us to compare these rates with those observed in the cells. Since the former is about 15-fold more lipophilic than the latter, the concentration of (-)-anti-DBPDE in the polar phase is correspondingly lower and, thus less DE is expected to be available for conjugation. On the other hand, (+)-anti-BPDE is more chemically reactive than (-)-anti-DBPDE and will react more extensively with various nucleophilic targets in the cell. With (+)-anti-BPDE it was calculated that up to 2 % of available compound forms GSH conjugates whereas with (-)-anti-DBPDE the corresponding figure was about 13 %. The low observed rate with (+)-anti-BPDE is most likely due to competing reactions such as hydrolysis and/or more unspecific reactions with cellular constituents. Consistent with this interpretation is the results with the less reactive and more lipophilic DBPDE. Other factors likely to restrict the accessibility of GST and lipophilic substrates in the intact cells are macromolecular crowding and associated
reduced rates of diffusion (Luby-Phelps, 2000; Ellis, 2001). Another factor is the
distribution of GSH and GST in different cellular compartments.

Altogether, our data show that GSTA1-1 is the most efficient Alpha class enzyme
toward DBPDE with (+)-syn-DBPDE as the superior substrate with a $k_{cat}/K_m$ of 464
mM$^{-1}$s$^{-1}$. The high efficiency was demonstrated by a number of favorable interactions
as shown by molecular modeling. This activity is the highest ever observed for a human
GST toward a DE substrate and exceeds the values usually obtained with fjord-region
DEs by 2 orders of magnitudes (Jernström et al., 1996; Sundberg et al., 1997).
Moreover, considering the extraordinary high activity of human Alpha class GSTs, and
in particular, the A1-1 isoenzyme, toward the extremely potent carcinogenic DBPDE
enantiomers, both the presence and the level of expression may be an important
determinant for an individual’s susceptibility to this type of compounds. The poor
reflection between expected rates of GSH conjugation in our intact V79 cells and those
observed underline that there is no simple correlation between activities obtained from
experiments with purified enzymes and the activities observed in complex cellular
systems.

**Structural preferences of DBPDE and biological implications**

As seen in paper II, structure is an important determinant of efficiency in detoxication.
Moreover, the structural dissimilarities between bay and fjord-region DEs are believed
to at least in part be responsible for the observed differences in biological activity
(Jerina et al., 1986; Jerina et al., 1991; Glatt et al., 1991). To gain additional
information about the structural preferences of fjord-region DEs we used accurate
quantum chemical methods (density functional theory, DFT) to calculate energy values
associated with different conformations of (+)-syn- and (−)-anti-DBPDE. To verify the
applicability of this method to study PAH DEs, we optimized the geometry on the
parent compound DBP for which a crystal structure is known (Katz et al., 1998). To
study the transitions between diequatorial and diaxial conformations of the hydroxyl
groups on the saturated ring of DBPDE and other PAH DEs we used the smaller
benzene DEs (BDEs) as a model compound.

In agreement with recent studies (Ariese et al., 1996; Jankowiak et al., 1997) it was
found that DBPDE is distorted due to overcrowding in the fjord-region. In addition, we
found that due to the nonplanarity the arene oxide of the fjord-region DEs may be
either on the same side of the saturated ring as the distal ring (in) or on the opposite
side (out). The results of the calculations on the eight possible DBPDE conformers
(Paper III, Figure 4) show that the structures with the lowest energy is in-diequatorial in
both anti and syn. This is in agreement with earlier results on less complex fjord-region
DE (Sayer et al., 1981). Calculations of energy profiles on the BDEs showed that the
anti-diastereomer prefers the diequatorial conformation (>99.99%), while the syn-form
has a weak preference for the diaxial conformation (~60%).

Comparing the DBPDE conformers with the BDE model, the general features of
DBPDE are in agreement with the small-scale model. The anti-diequatorial
conformation is clearly favored over the anti-diaxial, and the syn-diaxial form is about
the same in energy as the syn-diequatorial form and seems to depend on the solvent and
the molecular conformation. Furthermore, since no crystal structures of DBPDEs are
yet available, the present results represent the first attempt to determine the structure of
all of the conformations and configurations of these DEs. The biological implications of in vs. out conformations in fjord-region DEs are difficult to assess. However, apart from differences in detoxication as seen in paper II, the flexibility of DBPDE, due to the diequatorial-diaxial hydroxyl group transitions and the in-out interconversions, makes it likely that this large molecule can be accommodated in DNA without causing any major distortions. This hypothesis is in agreement with recent results on smaller fjord-region DEs, showing the ability of adaptation to the DNA helical structure (Geacintov et al., 2005).

DNA adduct formation and removal

GSH conjugation reduces the formation of DNA adducts

The impact of GSH conjugation on the formation of DNA adducts and tumorigenicity in mammalian cell systems has not been extensively studied (Romert et al., 1989; Hesse et al., 1990; Fields et al., 1994). A previous report from our laboratory presented preliminary results on the GSH conjugation and DNA adduct formation of PAH DEs in mammalian cells overexpressing human GST (Sundberg et al., 2000). To extend previous studies and study the proposed effect of GSH conjugation by individual human GSTs isoenzymes on DNA protection in a biologically relevant system the V79 cells overexpressing individual GSTs (as mentioned above) were incubated with the R-configured anti-enantiomers of DBPDE and BPDE (Paper I).

The rates of conjugation found in the cells fairly well reflected the order of catalytic efficiencies obtained with the pure enzymes (Jernström et al., 1996; Sundberg et al., 1997), although GSTA1-1 was found to be strongly inhibited when expressed in cells (10% of fully functional protein). Increased GSH conjugation of (–)-anti-DBPDE was associated with a reduction in DNA adduct formation. GSTA1-1 inhibited the formation of adducts more than 6-fold and GSTM1-1 and GSTP1-1 about 2-fold. Relative to control cells, GSTM1-1 was found to inhibit DNA adduct formation of (+)-anti-BPDE most effectively followed by GSTP1-1 and GSTA1-1. The higher biological activity of DBPDE was clearly reflected in the 10-fold higher amount of adducts compared to BPDE observed in the V79MZ control cells. This is consistent with previous findings showing that fjord-region DEs bind more extensively to DNA than bay-region ones (Koreeda et al., 1978; Giles et al., 1995; Ralston et al., 1995). The result on GSH conjugation and DNA adduct formation are summarized in Figure 11.

Although GSTP1-1 showed the highest capacity to form GSH conjugates with (+)-anti-BPDE (30-fold), GSTM1-1 offered the best protection against DNA adduct formation (12-fold), followed by GSTP1-1 and GSTA1-1. The reason for the discrepancy between the extent of GSH conjugate formation and protection against DNA adducts is not known, but factors such as differences in intracellular distribution of different GSTs, e.g. cytosol vs. nuclei and the ability to trap/transport (+)-anti-BPDE by binding at other sites than the H-site may be involved. Taken together, although strongly inhibited GSTA1-1 was found to be most efficient in protection against (–)-anti-DBPDE induced DNA damage in cells whereas GSTM1-1 was most efficient with (+)-anti-BPDE.
Are DNA adducts differently repaired between bay- and fjord-region DEs?

Returning to the points presented above listing the probable reasons for the difference in biological potency between bay- and fjord-region PAHs, they all involve the interaction with DNA and the subsequent cellular response, i.e. DNA adduct recognition and repair, and the effect on the cell cycle etc. Previous findings in cell-free human systems, cultured cells, and in rodents (Buterin et al., 2000; Luch et al., 1999; Jankowiak et al., 1998) propose a difference in NER-coupled removal of DNA adducts derived from fjord- or bay-region DEs. In addition, adduct recognition and p53-mediated cell cycle arrest in human fibroblasts seem to be different with fjord-region DEs (dA adducts) as compared with bay-region ones (dG adducts) (Binkova et al., 2000; Lloyd and Hanawalt, 2002). In order to further investigate and establish the suggested differences we compared the formation and removal of adducts as a function of time formed by the carcinogenic metabolites derived from DBPDE and BPDE in A549 human epithelial lung carcinoma cells (papers IV and V). The A549 cells were chosen since they are a stable human cell line of pulmonary origin and readily used in studies looking at different toxicological aspects of DNA adducts (Shellard et al., 1993; Khan and Anderson, 2001; Tan et al., 2001; Hsia et al., 2002; Chen et al., 2003). Moreover, important in the context of cell cycle regulation A549 cells express wild-type p53 (Jia et al., 1997).

The treatment with 0.1 µM (-)-anti-DBPDE in paper V resulted in an initial increase of adducts to a maximal level of adducts after 1 hr of incubation (Figure 12). This was followed by an apparent, although not statistically significant, slow removal of adducts. In cells treated with 1.0 µM (+)-anti-BPDE the maximal level adducts was reached within 20 min of exposure (Figure 12). The formation was followed by an initial rapid decline in the adduct level and a later statistically significant 10-fold slower rate of adduct removal. The biphasic pattern of BPDE removal has been observed previously in mammalian cells (Shinohara and Cerutti, 1977; Feldman et al., 1978; Yang et al., 1980) and, at least in part, may reflect the action of TCR and the subsequent GGR.

As seen in paper I, we observed a 10-fold higher potency in forming DNA adducts of DBPDE compared to BPDE at equal concentrations. Comparing the rate of removal of adducts derived from BPDE with those of DBPDE, the latter are obviously more refractory to the NER coupled repair than the former. This is consistent with results.
from *in vitro* experiments using well-defined DE modified oligonucleotides and human cell extracts showing that adducts derived from fjord PAH DEs are, in contrast to analogous adducts derived from the bay-region BPDE, refractory to NER-mediated repair (Hess et al., 1997a; Buterin et al., 2000; Lin et al., 2001; Geacintov et al., 2002; Wu et al., 2002). Differential repair of fjord- vs. bay-region DE-DNA adducts in mammalian systems has not been extensively studied. However, except our studies available information indicates that DE-DNA adducts derived from fjord-region PAHs such as BgC and DBP are removed at lower rates than adducts from BPDE (Luch et al., 1999; Lloyd and Hanawalt, 2002).

![Figure 12. Time-dependent removal of DNA adducts from (+)-anti-BPDE (□) and (–)-anti-DBPDE (■) in A549 cells.](image)

Prior to paper V we published a preliminary report (paper IV) on differences in DNA formation and removal between BPDE and DBPDE. In this study we observed no significant difference in rates of adduct removal between (+)-anti-BPDE and (±)-anti-DBPDE. Furthermore, in paper IV an enzymatic DNA hydrolysis and a HPLC procedure was developed making it possible to quantify and identify all possible dA- and dG-adducts. This procedure was further developed in paper V.

Consistent with earlier studies (Koreeda et al., 1978; Giles et al., 1995; Ralston et al., 1995) we observed a pronounced preference for adduct formation on dA for DBPDE and dG for BPDE. In addition, we observed a significant increase in relative contribution of the R-cis-DBPDE-N6-dA adduct as a function of time. Further analysis of DNA adduct distribution as a function of incubation time revealed that the ratio of dA or dG-adduct, respectively, for BPDE was independent of time, 96 % dG, whereas the corresponding ratio for DBPDE was significantly increased from 74 % dA at 20 min to 80 % dA after 6 hrs of incubation. This is an interesting observation, since the exceptional high carcinogenicity of fjord PAHs is believed to arise from these compounds’ preference to form dA adducts (Dipple and Bigger, 1991; Ralston et al., 1995).
Preliminary results in paper IV from global gene expression analysis, with focus on genes involved in DNA-maintenance and cell cycle checkpoints, demonstrate interesting differences in the stress response elicited in the cells following exposure to the distorted and flexible non-planar DBPDE or the rigid and planar BPDE molecule. As expected some major common induction events were clearly related to the activation of p53-dependent cell cycle checkpoint. Others included damage-specific damaged DNA binding protein 2 (DDB2) and XP-C repair complementing protein p125 (XPC).

The results presented here on DNA adduct removal in mammalian cells demonstrate that adducts derived from (−)-anti-DBPDE, a fjord-region DE, is significantly more refractory to NER coupled repair than the adducts derived from the bay-region (+)-anti-BPDE. Moreover, we observe a significant increase in ratio of dA/dG adducts for DBPDE, indicating that dA adducts are especially refractory to repair. Furthermore, the data obtained from the gene expression analysis clearly underline the importance of adduct structure and conformation in dictating the biological response.

**Conclusions**

From our results using purified human GSTs and potent fjord-region DEs it can be concluded that lipophilicity and structural features are factors that are more important rather than reactivity in the GST mediated detoxication. This was shown by comparing the enzymatic activities of human Alpha GST class against ultimate carcinogenic DEs of DBP and BP. The impact of structure was explained by using molecular modeling, showing significant differences in interactions between diastereomeric DEs and the enzyme-GSH complex. Furthermore, our data show that GSTA1-1 is the most efficient enzyme toward DBPDE with (+)-syn-DBPDE as the superior substrate with a remarkable high \(k_{cat}/K_m\) of 464 mM\(^{-1}\)s\(^{-1}\).

In attempts to identify factors governing the accessibility of lipophilic DE substrates for GSTs in the intact cell, we observed a surprisingly low fraction of DBPDE and BPDE available for conjugation. This was calculated by comparing the observed rate of conjugation with the expected, based on catalytic activities obtained from pure enzymes and estimated intracellular available amount of substrate. Possible explanations are likely differences in GST distribution and macromolecular crowding leading to reduced rates of diffusion.

Investigating preferences in structure of (+)-syn- and (−)-anti-DBPDE showed several levels of flexibility. Because of the distorted structure, the molecule can readily flip its DE moiety relative to the aromatic ring system (“in” and “out”). Furthermore, the hydroxyl groups on the saturated DE ring were found to be either in a diequatorial or in a diaxial conformation, also with low energy barriers indicating an easy transition from one to the other. Our results showed a lower energy profile and thus a preference for the in-diequatorial conformation for both DEs. The possibility of transversions on different levels might have biological consequences, both in detoxication and in DNA adduct formation, adapting to DNA and thus escape recognition/repair by the DNA repair machinery.
In the V79 cells, an increase in GST activity was generally associated with a decrease in DNA adduct formation. Compared to BPDE, DBPDE demonstrated a 10 fold higher DNA binding at equal concentrations, in accord with the high biological activity observed by others. GSTA1-1 showed the highest GSH conjugation capacity and inhibited the formation of DBPDE adducts to the highest degree. With BPDE, GSTP1-1 was most active in GSH conjugate formation while GSTM1-1 offered the best protection against DNA adducts. In conclusion, this point to a correlation between GSH conjugation and protection against DNA adducts, although not with a direct correlation between conjugate formation and DNA adduct levels.

Our results on differences in DNA adduct formation and removal by the NER machinery demonstrate that DBPDE, as an example of a fjord-region DE, obviously is more refractory to NER than bay-region DEs, in this case BPDE. This is due to the obvious resistance of dA adducts, as shown as the significant increase in dA/dG adduct ratio. Compared to results from in vitro systems we observed less impact of DNA adduct conformation on NER coupled removal. A fact possibly reflecting the more complex situation in cellular DNA or chromatin both with regard to adduct structural features and increased complexity of the DNA repair machinery.
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