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ABSTRACT

Alzheimer’s disease (AD) is one of the most common forms of neurodegenerative disorders connected with gradual loss of cognitive functions such as episodic memory. The disease is related to pathological amyloid depositions and hyper phosphorilation of structural proteins in the brain which lead to progressive loss of function, metabolic alterations and structural changes in the brain. In vivo biomarkers need to be established to be able to set an early diagnosis, monitor disease progression and finally to observe pharmaceutical treatment effects. The aim of this thesis is to investigate the potential use of combining multivariate analysis with magnetic resonance imaging (MRI) and magnetic resonance spectroscopy (MRS) to monitor disease and treatment in AD. Due to the complexity of Alzheimer’s disease, we hypothesized, that considering patterns of disease markers is more useful for the evaluation of patients or a study outcome, than making decisions based on single biomarkers alone.

Studies I and II combine multivariate analysis with MRS to monitor disease and treatment effects in two different mouse models. Study III utilizes multivariate analysis in combination with different MRI measures (regional and global volumetric and cortical thickness measures) to discriminate between three groups, AD patients, MCI patients and healthy controls. Study IV investigates the added value of MRS in the early diagnosis of AD. In this study the multivariate models were built combining both MRI and MRS variables.

The methods could successfully be applied in both animals and humans. Metabolic fingerprints of disease and treatment could be identified as well as patterns of atrophy. The combination of multivariate data analysis with different magnetic resonance measures is a powerful tool for identifying treatment effects and distinguishing between different subject groups. The multivariate combination of different measures was clearly more powerful and predictive than focusing only on single measures using traditional analysis.
Alzheimers sjukdom (AD) är den vanligaste formen av demenssjukdomar och har blivit ett stort hälsö- och samhällsekonomiskt problem. Utmärkande för sjukdomen är förlust av intellektuell kapacitet såsom minne, abstrakt och spatialt tänkande. AD är en progressiv neurodegenerativ sjukdom och antalet personer som insjuknar ökar med åldern. År 2005 var antalet personer i världen med AD beräknat till ca 29,3 miljoner och kostnaden för samhället var ca 315,4 miljarder US dollar. År 2050 beräknas antalet patienter med AD att ha fyrdubblats. Efter att sjukdomsprocessen pågått, sannolikt under många år, förstörs synapser och neuron successivt. Som en följd av detta sker en förminsknings av specifika hjärnområden (atrofi av hjärnan). De första områdena som drabbas är de mediala temporalloberna, (entorhinalcortex och hippocampus), så småningom sprids sjukdomsprocessen och därmed atrofin till andra områden i hjärnan. Även hjärnans kemi påverkas tidigt och dessa förändringar sker troligtvis innan de strukturella förändringarna har påbörjats. Sjukdomen får tragiska konsekvenser för både patienter och deras familjer. På grund av detta är vi i stort behov av att kunna ställa en tidig diagnos av sjukdomen och finna nya metoder för behandling. I dagsläget finns det inga mediciner mot AD utan bara behandlingar som bromsar sjukdomsförloppet.


Målet med denna avhandling är att kombinera multivariat data analys med MRI och MRS och därigenom kunna monitorera sjukdomsförlopp och behandling. Multivariat data analys kan reducera komplexiteten i de stora mängder data som erhålls från de olika MR-metoderna. På detta sätt kan mönster ses i data vilket i vanliga fall skulle vara svårt att observera med traditionella statistiska metoder.

I denna avhandling ingår fyra arbeten, vilka alla kombinerar en eller flera MR-metoder med multivariat data analys. **Studie I** kombinerar multivariat data analys med MRS för att monitorera behandling med en anti-epileptisk medicin (Carbamazepin) i en musmodell för megencephalit. **Studie II** kombinerar multivariate data analys med MRS för att monitorera behandling med en acetykolin-esteras hämmare (Donepezil) i en musmodell
Studie III är en multi-center studie där MRI data samlats in från sex olika länder i Europa. Data har samlats in från patienter med AD, patienter med tidiga minnesbesvär och friska frivilliga försökspersoner. Multivariat data analys användes för att analysera alla MRI data för att upptäcka skillnader i hjärnans struktur mellan de olika grupperna. Studie IV kombinerar både MRI och MRS med multivariat data analys för att särskilja mellan patienter med AD och friska frivilliga försökspersoner. Vi önskade även undersöka värdet av MRS som ett komplement till MRI vid tidig diagnostisering av AD. Genom att kombinera multivariat data analys med MRI och MRS kan vi visa att det är möjligt att monitorera både behandling och sjukdoms förlopp. Metoderna kan på ett bra sätt appliceras i både djurmodeller och i klinisk praxis. Förändringar i hjärnans kemiska sammansättning kunde observeras efter behandling och atrofimönster i hjärnan kunde identifieras. Dessa metoder har stor potential att i framtiden kunna användas vid tidig diagnostisering och behandling av AD.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>Mini mental state examination</td>
</tr>
<tr>
<td>MP-RAGE</td>
<td>Magnetization-prepared rapid acquisition gradient echo</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic resonance imaging</td>
</tr>
<tr>
<td>MRS</td>
<td>Magnetic resonance spectroscopy</td>
</tr>
<tr>
<td>NAA</td>
<td>N-acetyl aspartate</td>
</tr>
<tr>
<td>NAAG</td>
<td>N-acetylaspartylglutamate</td>
</tr>
<tr>
<td>NFT</td>
<td>Neurofibrillary tangles</td>
</tr>
<tr>
<td>NINCDS</td>
<td>National Institute of Neurological and Communicative Disorders and Stroke</td>
</tr>
<tr>
<td>NMDA</td>
<td>N-methyl-D-aspartate</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear magnetic resonance</td>
</tr>
<tr>
<td>NP</td>
<td>Neuritic plagues</td>
</tr>
<tr>
<td>OPLS</td>
<td>Orthogonal partial least squares to latent structures</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>PCho</td>
<td>Phosphorylcholine</td>
</tr>
<tr>
<td>PCr</td>
<td>Phosphocreatine</td>
</tr>
<tr>
<td>PET</td>
<td>Positron emission tomography</td>
</tr>
<tr>
<td>PLS</td>
<td>Partial least squares to latent structures</td>
</tr>
<tr>
<td>PRESS</td>
<td>Point resolved spectroscopy</td>
</tr>
<tr>
<td>RARE</td>
<td>Rapid acquisition with relaxation enhancement</td>
</tr>
<tr>
<td>RF</td>
<td>Radio-frequency</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of interest</td>
</tr>
<tr>
<td>SPM</td>
<td>Statistical Parametric Mapping</td>
</tr>
<tr>
<td>Str</td>
<td>Striatum</td>
</tr>
<tr>
<td>Tau</td>
<td>Taurine</td>
</tr>
<tr>
<td>Tau-p</td>
<td>Hyperphosphorylated tau</td>
</tr>
<tr>
<td>VIP</td>
<td>Variable of importance in the projection</td>
</tr>
<tr>
<td>VOI</td>
<td>Volume of interest</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
</tbody>
</table>
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1 INTRODUCTION
AddNeuroMed a part of InnoMed, (Innovative Medicines in Europe) is an Integrated Project funded by the European Union Sixth Framework program. AddNeuroMed develops and validates novel surrogate markers of disease and treatment, based upon in vitro and in vivo models in animals and humans, using Alzheimer's disease (AD) as a testing platform. AD was chosen as a testing platform since dementia has become a great health and socioeconomic problem of modern society. The neuroimaging part of AddNeuroMed uses magnetic resonance imaging (MRI) and magnetic resonance spectroscopy (MRS) to establish imaging markers for early diagnosis and detection of disease and efficacy of disease modifying therapy in man as well as translational imaging biomarkers in animal models of AD.
Alzheimer’s disease is one of the most common forms of neurodegenerative disorders. The disease is characterized by a gradual loss of cognitive functions such as episodic memory. The ability to visualize AD pathology in the brain implies great advancement for making diagnosis and evaluation of disease-modifying treatment strategies. MRI is a non-invasive technique, which enables the production of virtual slices through a body and thus the study of the anatomy and pathology in a living subject. MRS has provided useful information on the chemical profile of the living brain in different neurodegenerative diseases, in particular AD. These techniques are widely available and the image acquisition can be reproduced. The methods are sufficiently stable over the required course of time to monitor patients longitudinally. Further, these techniques are tolerated with ease by patients with dementia. Hence, these techniques can be used to study disease progression in vivo. This also provides the possibility to follow drug effects longitudinally. Moreover, MRI and MRS reflect true translational biomarkers since these techniques are similarly applicable in animal models and in man.
Due to recent advances in magnetic resonance image and spectral analysis, large amounts of data with high complexity and dimensionality can be received. Multivariate data analysis methods such as principal component analysis (PCA), partial least squares to latent structures (PLS) and orthogonal partial least squares to latent structures (OPLS) provide tools to deal with vast amounts of data. These methods reduce the dimensionality (to 2- or 3-dimensions) and complexity. This makes it possible to visualize inherent patterns in the data.
The overall aim of this thesis is to combine magnetic resonance imaging and spectroscopy with multivariate methods to monitor disease and treatment in Alzheimer's disease. A smart combination of different MR measures (patterns of disease) can be a potent biomarker in itself for disease diagnosis, progression and treatment.
2 ALZHEIMER’S DISEASE

Dementia is the third most common cause of death in society today, superseded only by cancer and cardiac vascular disorders, and AD is the most common form. There are other types of dementia such as frontotemporal dementia, dementia with Lewy bodies and secondary dementia. AD is a progressive neurodegenerative disorder and the prevalence increases with age. The estimated cost of the dementia in the world has been calculated to 315.4 billion USD based on an estimated 29.3 million demented patients in 2005. The number of patients with AD has been predicted to quadruple by the year of 2050.

The early symptoms of the disease are failure in short term memory, learning problems and problems in processing new information. This is followed by speech impairment and general decline in cognitive functions. The patients lose their ability to function in daily life and need increasingly more care as the disease progresses. For the diagnosis of AD, patients need to undergo several evaluations and cognitive tests, and brain imaging techniques are today integrated into the diagnostic battery (especially MRI). To be able to make a definite diagnosis of AD a post-mortem analysis is still necessary.

The pathological hallmarks of AD are degeneration of cholinergic neurons, extracellular deposits of neuritic plaques (NP) constituted mostly of β-amyloid (Aβ) and intracellular neurofibrillary tangles (NFT) formed by hyperphosphorylated tau. Loss of neurons and synapses are other pathological changes connected with AD.

AD can have a late onset and an early onset and the disease can be sporadic or familial. Sporadic AD is mainly age-related, while familial AD is connected to a number of different gene mutations, involved in the production of Aβ. However, not all subjects with late onset have a sporadic form of AD, hereditary factors can be involved as well and not all early onset subjects have a familial form of AD.

Since both the patient and his/her family are affected by the consequences of the disease, there is a great need for new diagnostic tools for early detection with the hope that future medicines and early intervention will stop or significantly reduce disease progression and deterioration. There is also a demand for tools for distinguishing between different types of dementia and for predicting which of the MCI patients that will convert to AD. Unfortunately, there is no cure for AD at present and the drugs that are available mainly reduce symptoms and do not affect the etiology of the disease.
2.1 GENES AND RISK FACTORS

Most AD cases are sporadic but a few cases, less than one percent, are inherited familial forms with known gene mutations. The sporadic form of AD is heterogeneous and multifactorial in its pathogenesis and it is thought to be a combination of genotype and several environmental risk factors. Two well-known risk factors are old age and the ε4 allele of Apolipoprotein E (ApoE, chromosome 19). There are several polymorphisms of ApoE including the different alleles ε2, ε3 and ε4. Carriers of the ε4 allele run an increased risk of developing AD. ApoE is involved in the metabolism and delivery of cholesterol and triglycerides and the ε4 allele is involved in both Aβ deposition and tangle formation. The ApoE ε4 allele has the highest affinity to Aβ, it is associated with senile plaques and is believed to accelerate fibrillogenesis.

The familial forms of AD have been shown to be a direct cause of mutations in specific genes. It has also given some insight into the probable etiology of sporadic forms. Associated genes are amyloid precursor protein (APP, chromosome 21), Presenilin 1 (chromosome 14) and Presenilin 2 (chromosome 1). Increased production and/or deposition of Aβ-peptides and increase in the more aggregating form Aβ42 are among others the phenotypes coupled to these genotypes.

2.2 NEUROPATHOLOGY

The two major pathological hallmarks of AD are extracellular plaques and intracellular tangles and these were first described by Alois Alzheimer in 1907. Plaques and tangles are built of aggregates of Aβ and hyperphosphorylated tau (tau-p), respectively. Aβ can be found both as intracellular and extracellular and it aggregates into both oligomers and fibrils. The aggregates of tau-p are only found within the neurons. Other characteristics of AD are synaptic loss and neuronal cell death, leading to brain atrophy (decrease in brain volume).

The Aβ peptides are the main protein component of amyloid plaque and cerebrovascular amyloid. Aβ is a product of the sequential proteolytic cleavage of a larger membrane associated glycoprotein, the amyloid precursor protein (APP). APP can be processed in different ways. The two major ways are the amylogenic and the non-amylogenic. The non-amylogenic pathway is processed by α- and γ-secretase and the end product is an Aβ type which cannot form plaque. In contrast, the amylogenic pathway is governed by β-secretase. This enzyme cleaves APP in a way which forms Aβ competent of forming plaque. In plaque, Aβ exits primarily in a fibrillar form, where the predominant species end with the amino acids 40 and 42 (Aβ40 and Aβ42).
where the latter is more amyloidogenic. The Aβ fibrils have a noncrystalline nature and the peptides have limited solubility. In plaque, Aβ adopts β-Sheet conformation. Diffusible ligands derived from Aβ, including Aβ dimers and trimers have been proven to cause progressive loss of hippocampal synapses and induce neuronal cell death. Most of the neuronal toxicity seen in AD is believed to be a cause of intracellular Aβ oligomers. However, the physiological role of Aβ is not yet fully known.

The NFTs consist of intracellular bundles of paired helical filaments of hyperphosphorylated tau proteins, which reduce the ability to bind to microtubules. This leads to cytoskeletal degeneration and cellular death.

The amyloid cascade hypothesis is today the most prominent theory proposed to explain the pathogenesis of AD. This theory states the involvement of the Aβ peptide in driving the neurodegenerative process and causing AD. The imbalance between production and clearance of Aβ leads to its accumulation. This imbalance further initiates a series of processes leading to the formation of NP and NFT, synaptic dysfunction, microgliosis and neuronal loss. These pathological changes probably begin many years before the first clinical symptoms are observed.

Braak-staging is commonly used to define the stage of AD according to the manner in which the neurofibrillary pathology has spread and it distinguishes six stages. During the first two Braak stages the pathology is confined to the entorhinal cortex/transentorhinal cortex with minimal involvement of the hippocampus. In the third and fourth stages the disease has spread to the hippocampus and the medial temporal limbic areas and in the final two stages the pathology has extended to the isocortical association areas. The distribution of Aβ is of limited significance for the differentiation of neuropathological stageing. The plaques are first visible in orbitofrontal and temporal cortices and spread further to parietal cortex and throughout the neocortex.

2.3 CLINICAL DIAGNOSIS

The National Institute of Neurological and Communicative Disorders and Stroke (NINCDS) and the Alzheimer’s disease and related Disorders Association (ADRDA) outlined the clinical criteria of AD. The NINCDS–ADRDA describes three levels of certainty for the diagnosis of AD: (I) possible, (II) probable and (III) definite. The criteria for possible AD require that there is a dementia syndrome with an atypical onset, presentation or progression without known etiology. No comorbidity capable of producing dementia is believed to cause the syndromes. For the diagnosis of probable
AD, dementia has been established by neuropsychological examination. Progressive cognitive impairment has to be present in two or more areas of cognition. The onset of the deficits has occurred between the ages of 40-90 years. There must be an absence of other diseases capable of producing dementia. Finally, to make the diagnosis of definite AD, the patient must fulfill all the criteria for probable AD and there must be histopathologic evidence of AD by either autopsy or biopsy. There are also other outlined clinical criteria for AD such as DSM IV (Diagnostic and Statistical Manual of Mental Disorders, 4th edition) published by the American Psychiatric Association and ICD 10 (International Statistical Classification of Diseases and Related Health Problems, 10th revision) by the World Health Organization (WHO).

For the clinical diagnosis of AD, patient evaluation and history is assessed and this is of great importance. There are several other tools used to support in the diagnostic procedure, such as the mini mental state examination (MMSE)\textsuperscript{27}, the clinical dementia rating scale (CDR)\textsuperscript{28} and Alzheimer’s disease assessment scale –cognitive subscale (ADAS-Cog)\textsuperscript{29}. The MMSE test is a 30-point questionnaire used for measuring severity and decline in cognition. It deals with function, such as memory function, calculation, language abilities and attention. Gaining a score of 24-30 is considered as no dementia, 19-23 as mild dementia and 13-18 indicates moderate dementia. The CDR scale is also used for the evaluation of stageing severity of dementia. This is a five point scale, rating six functional domains. These are memory, orientation, judgment and problem solving, community affairs, home and hobbies and finally personal care. The five point scale is as follows:

- CDR=0: no dementia
- CDR=0.5: very mild dementia
- CDR=1: mild dementia
- CDR=2: moderate dementia
- CDR=3: severe dementia

ADAS-Cog\textsuperscript{29} is a subscale of ADAS, which was designed to measure the severity of the most important symptoms of AD. This subscale is a popular cognitive testing instrument used in clinical trials. This test includes 11 tasks measuring cognitive disturbances, language, attention and other cognitive abilities. Finally, brain scan examinations are performed on routine bases to aid in the clinical evaluation. MRI is today the first choice in many countries.
2.4 BIOMARKERS

In recent years, the understanding of underlying biological functions of AD has advanced. New biomarkers of the disease have been recognized including MRI (early structural changes in the medial temporal lobe, particularly etorhinal cortex and hippocampus), positron emission tomography (PET) (molecular neuroimaging changes) and cerebrospinal fluid (CSF) biomarkers (changes in levels of Aβ, tau proteins and ratios of the two). Since the evidence of the use of these biomarkers is growing, it allows the incorporation of these into the advanced diagnostics of AD. The NINCDS–ADRDA criterion is still the standard for making the diagnosis of AD. Dubois and coworkers have suggested a revision of this criterion. This new criterion is still centered on a clinical core of early and significant episodic memory impairment. It also includes at least one, preferably more than one abnormal biomarker among MRI, PET and CSF \(^{30, 31}\). The combination of different biomarkers may prove to be more useful than using single biomarkers separately.

Different disease modifying treatments are emerging from the pipelines of pharmaceutical companies. Robust diagnostic markers are therefore needed to ensure that therapies are targeted at the correct patient population.

2.5 MILD COGNITIVE IMPAIRMENT

Many patients with memory impairment do not necessarily meet the clinical criteria for dementia. The concept of mild cognitive impairment (MCI) is thought to be a transitional phase between being cognitively normal and having an AD diagnosis. Patients with MCI have a higher risk of developing AD than elderly with normal cognitive function\(^{32}\). The concept of MCI is rather difficult to describe since it is a very heterogeneous group. The diagnostic accuracy of the criteria today is low to moderate\(^{33}\). For this reason it has been divided into different categories, namely amnestic (having memory deficits) and non-amnestic (having no memory deficits, but other cognitive problems). These categories can be further split into single and multiple domains \(^{34}\). Single domain means that the subject has one cognitive deficit and multiple domains involve several different cognitive deficits. The common criterion for describing a subject with MCI states that the subject has memory complaints and objective memory impairment but preserved general cognitive functions and handles daily life and is not demented\(^{35}\). The clinical group of MCI is very important for both preventive trials and evaluating MR markers for early diagnosis and monitoring of disease progression \(^{34}\).
2.6 MRI AND MRS IN AD

Translational biomarkers in Alzheimer’s disease based on non-invasive in vivo methods are highly warranted. Magnetic resonance imaging (volumetric and cortical thickness measures of atrophy) and magnetic resonance spectroscopy (biochemical measurements) are non-invasive and applicable in vivo in both humans and experimental animals. These biomarkers are highly warranted to monitor disease progression and treatment. With the different techniques available today it is possible to analyze different aspects of AD pathology. There are also other modalities of MR available, diffusion MRI (microstructural), functional MRI (measures brain function and activation) and MR-perfusion (measures blood flow). The definition of an ideal MR marker is that it has to detect a fundamental feature of AD neuropathology, it has to be diagnostically sensitive and specific (validated through neuropathology) and the results have to be accurate and reproducible.

MRI has been widely used for the early detection and diagnosis of AD. Manual hippocampal volumetry is currently the most established biomarker for AD in the field of structural imaging and is often considered to be the golden standard. Many studies have applied this technique successfully. These studies have demonstrated high accuracy in distinguishing between AD patients and healthy controls. Also measures of entorhinal cortex have been used to discriminate between subjects with AD and controls. Hippocampal volumes and entorhinal cortex measures have been found to be equally accurate in distinguishing between AD and normally cognitive elderly subjects. The changes observed in hippocampus and entorhinal cortex are consistent with the underlying pathology of AD, but it is not yet clear which structures are most useful for early diagnosis. However, manual delineation is very time consuming and usually not very practical in large population studies and drug trials. For this reason various automated data-driven methods are currently being evaluated to detect regional changes. Examples of methods used are voxel based morphometry (VBM), deformation based morphometry (DBM) and measurements of cortical thickness. These methods in combination with different multivariate statistical analysis methods and analysis algorithms have the potential to be as useful, or even better than for example manually outlined measures of hippocampus for the early detection of AD. Further, combining different measures of atrophy may prove to be useful in distinguishing between different types of dementia. Hippocampal atrophy is not specific for AD; the structure is also highly atrophied in other disorders such as...
frontotemporal dementia and hippocampal sclerosis. For this reason combining different measures will improve the accuracy of the clinical diagnosis. With MRS, changes in the neurochemical profile can be measured in the brain at the cellular level. In AD, molecular neuropathology is thought to precede structural brain changes by several years. Measuring brain metabolism might be a sensitive early marker. Examples of metabolites measured in the brain are N-acetyl aspartate (NAA), myo-inositol (m-Ins), choline (Cho), glutamate (Glu), glutamine (Gln) and taurine (Tau) or the corresponding metabolite creatine (Cr) ratios (NAA/Cr, m-Ins/Cr, Cho/Cr, Glu/Cr, Gln/Cr and Tau/Cr). NAA is decreased in several neurological disorders including AD. This metabolite is mainly located in neuronal bodies, axons and dendrites. It is a marker for neural density and/or function. The reduction of NAA in AD patients indicates neuronal or neuronal component loss. It may also reflect neuronal functional disruption. NAA or NAA/Cr is probably the most widely investigated metabolite in AD and altered levels have consistently been found in several studies. Decreased levels have been found in parietal and occipital cortex, gray matter, hippocampus, and posterior cingulate. Myo-inositol, a large sugar-alcohol with a similar structure as glucose, is one of nine isomers of inositol. The function of this metabolite is not well understood. It may be a requirement for cell growth, as an osmoregulator, as a storage form of glucose, or as a detoxification agent in the brain. Elevated levels of m-Ins in AD may be related to glial proliferation and astrocytic activation. Increased levels have been observed in parietal and occipital cortex, gray matter, and posterior cingulate. Glu and Gln are both amino acids that are present in the brain. Glu is the major excitatory neurotransmitter in the brain involved in learning, memory and cognition. Gln is a precursor and storage form of Glu, much of it being located in astrocytes. Reduced levels of Glu have been reported in the hippocampus and cortex in transgenic AD mice and in the hippocampus in patients with AD. Choline is a precursor of acetylcholine and it is also a product of membranal phosphatidylcholine breakdown. In AD there are losses of cholinergic neurons and it was shown in vitro that levels of free choline and glycerophosphorylcholine are higher in AD brains. Moreover, higher levels of choline may be explained by an increased cell membrane phospholipid turnover in demented brains. Tau is a free amino acid present in the brain. Areas in the brain which contain the highest concentrations of Tau are the dorsal striatum and the hippocampus. Tau may be involved in a number of biological functions. It acts as an organic osmolyte in the brain, involved in cell volume regulation. Another role of
taurine is modulation of the actions of neurotransmitters. Elevated levels of Tau have been reported in AD mice.

2.7 TREATMENT

There is, at present, no cure for AD and the drugs are designed to reduce symptoms and do not affect the etiology of the disease. Many treatment strategies have been explored to prevent and slow down the disease, with limited success. One of the major problems is to define targets for the drug treatment and many options have been explored such as symptomatic/neurotransmitters, anti-amyloid treatment and inhibition of tau formation. The anti-amyloid treatments focus on slowing down or reversing the processes that lead to the formation of Aβ in the brain. The treatment strategies, focusing on tau formation attempt to inhibit the kinases causing tau hyperphosphorylation. Today, the only treatments used in clinical praxis are symptomatic cholinergic transmitter therapy with acetylcholinesterase inhibitors (AchEI) (donepezil, rivastigmine and galantamine) and the N-methyl-D-aspartate (NMDA) antagonist, memantine. It has been demonstrated in clinical studies that memantine has beneficial effects on functions of daily life and this drug can safely be given in combination with AchEI. AchE inhibitors, enhance the lifetime of the neurotransmitter acetylcholine in the synapse and thus increase the cholinergic neurotransmission. The three different AchEI mentioned above, all have different pharmacological properties, with diverse selectivity, inhibition and bioavailability.

Symptomatically, donepezil improves cognitive functions in AD patients. Using MRS in patients, brain metabolites and neurotransmitters can be non-invasively measured and effects on brain NAA levels caused by donepezil have been reported. Moreover, effects on m-Ins and Cho in the hippocampus of AD patients treated with donepezil have been observed. Significantly, abated decrease in total hippocampus size has also been demonstrated. Effects on the metabolites ratios Tau/Cr and Cho/Cr have also been observed in a transgenic mice model of AD after donepezil treatment.

2.8 ANIMAL MODELS IN AD

Different animal models that express one or more mutant proteins associated with AD have been created. They offer the opportunity to study some of the pathological processes of AD in vivo. Different animal models that express one or more mutant protein associated with AD allow us to study various features of AD. While some
models may express different levels of β-amyloid \textsuperscript{85, 86}, other models modulate the production of tangles \textsuperscript{87, 88}. The APP/PS1 mouse \textsuperscript{89, 90} coexpresses the mutated forms of human β-amyloid precursor protein (APP) and mutated human presenilin 1 (PS1) and thus reflects important features of the neurochemical profile in humans \textsuperscript{64}.

2.9 THE MEGENCEPHALY MICE

The megencephaly mice (BALB/cByJ-\textit{Kvl.1}\textsuperscript{mceph/mceph})\textsuperscript{91} display excessive brain growth and complex partial seizure related to a mutation within the potassium channel gene \textit{Kvl.1} producing a malfunctioning protein\textsuperscript{92}. \textit{Kvl.1} is expressed in neurons and different subunits form tetramers together, which create channels that regulate neuronal excitability and signaling. The \textit{mceph/mceph} show increased firing frequency following electric pulse trains in hippocampal neurons\textsuperscript{92}. The increase in brain size is progressive and primarily affects the hippocampus and ventral cortex\textsuperscript{93}. Both more and larger neurons cause the enlargement of the hippocampus\textsuperscript{91, 94}. 


3 MAGNETIC RESONANCE IMAGING AND SPECTROCOPY

Magnetic resonance imaging (MRI) and magnetic resonance spectroscopy (MRS) are two non-invasive methods and they are used to study brain anatomy and the neurochemical profile, respectively. These techniques are based on the interactions between an atomic nucleus with a nuclear spin angular momentum and an external magnetic field. About a third of all naturally occurring isotopes has a spin, and can therefore be used for nuclear magnetic resonance. One of the most commonly used isotopes is the $^1$H hydrogen atom. The hydrogen atom is found in all biochemicals and has the strongest response of all the atomic nuclei. The phenomenon of nuclear magnetic resonance (NMR) can be described in three steps. These are magnetization, excitation and detection.

3.1 MAGNETIZATION

The spin (I) is an important property of the nucleus. The value of I depends on the atomic weight and the atomic number and it can be either 0, half-integral or integral values. If a nucleus has an I-value of zero it does not interact with an external magnetic field. This means that the nucleus has an even atomic weight and an even atomic number. An odd atomic weight leads to a half-integral value ($^1$H has a spin of $\frac{1}{2}$). Finally an even atomic weight and odd atomic number gives us an integral value of I.

When describing a rotating nucleus, it is easy to picture it as a bar magnet (figure 1). The magnetic field of the bar magnet proceeds from south to north, while the magnetic field, caused by the nucleus is oriented in the direction of the axis of rotation.

Figure 1. A nucleus compared with a bar magnet
Each nucleus in a sample has a different vector representing its magnetic moment and the direction of the vectors is randomly distributed (figure 2). This results in a net magnetization, \( M_0 \), of zero.

![Figure 2. Protons randomly arranged when not exposed to a magnetic field](image)

An external magnetic field, \( B_0 \), changes the situation dramatically. Now the protons align along the direction \( B_0 \) of the magnetic field (figure 3), rotating in a cone shaped loop around it at a certain angle.

![Figure 3. Aligned proton in a magnetic field](image)

This movement is called precession and it occurs as a result of the interaction of the magnetic field and the moving positive charge. The precession speed or the Larmor frequency:

\[
\omega_0 = \gamma B_0
\]
where $B_0$ is the field strength in tesla (T) and $γ$ is the gyromagnetic ratio in megahertz (1/(sT)). The value $γ$ is typical for each nucleus, which makes it possible to identify different nuclei from each other.

The spins can be either parallel (low energy level) or anti-parallel (high energy level) to the magnetic field. The number of protons in the lower energy level is greater than the number of that in the higher level (figure 4), leading to a net magnetization that is different from zero. The amount of protons in each level is governed by the Boltzmann’s distribution:

$$\frac{N_{\text{upper}}}{N_{\text{lower}}} = e^{-\Delta E/kT} \quad (\Delta E \text{ is proportional to } B_0)$$

where $N$ is the number of protons in the different levels, $\Delta E$ is the energy difference between the two levels, $T$ is the temperature in Kelvin (K) and $k$ is Boltzmann’s constant ($1.381 \times 10^{-23}$ J K$^{-1}$). This unequal distribution results in a magnetization with a value of $M_0$ in the direction of $B_0$. The direction of the magnetic field has been defined as the $z$-direction of $M_0$. The components in the $x$- and $y$-direction are zero. If there is absorption of energy more protons will become antialigned, but when the energy supply is stopped, the protons will always strive to return to equilibrium. Larger field strength means a greater value of $M_0$, resulting in a more intense MR-signal. This induced magnetization is the source of signal for MR-experiments.

![Figure 4. Difference in energy between the two levels](image)

### 3.2 EXCITATION

To give rise to an MR-signal a radio-frequency (rf) pulse is applied onto the object perpendicularly to the magnetic field $B_0$, causing another magnetic field $B_1$ in the $y$-direction. The rf pulse results in absorption of energy by the protons and a change in direction of the spin vectors. The change in the precession angle of the net
magnetization vector is dependent on the length and amplitude of the rf pulse. In terms of quant physics the absorption of energy will excite protons to the higher energy levels, while protons already in the higher state will release their energy and return to the lower energy level. To make this excitation possible the rf pulse must have the same frequency as the Larmor frequency, i.e. the resonance frequency. This frequency is proportional to the energy difference between the two energy levels.

If an rf pulse is powerful enough to flip the net-magnetization vector $M_0$ down in the transverse plane, resulting in no net magnetization in the z-direction, the pulse is called a 90 degree pulse. The downward rotation of $M_0$ down in the transverse plane is orthogonal both to $B_0$ and $B_1$. The rf pulse also causes the spin vectors of the protons to synchronize. Before the pulse they basically rotate independently of each other. The system starts to relax back to equilibrium when the rf signal is switched off.

### 3.3 DETECTION

The protons emit energy when they return back to equilibrium. If a coil is placed orthogonally to the transverse plane, protons will induce a voltage in the coil during precession. Parameters that determine the amplitude and the lapse of time for the induced signal after the rf pulse are the amount of protons in tissue and $T_1$ and $T_2$ relaxation times. The signal, which can be detected, is called Free Induction Decay (FID) (figure 5). The FID is the sum of many oscillating waves of differing frequencies, amplitudes and phases. Since the MR-signal is sinusoidal, points are collected at least twice per period. By doing so, the true frequency of a periodic signal can be detected in an economic way.

![Figure 5. Free Induction decay](image-url)
3.4 RELAXATION

The relaxation starts both transversely and longitudinally when the radio-frequent field is switched off. The absorbed energy is emitted as radio-frequent radiation. The spins start to dephase and the magnetization in the z-direction returns. Relaxation is the process during which the protons release energy to return to their original configuration. The relaxation is characterized by two relaxation times, $T_1$ and $T_2$. Both measure the spontaneous energy transfer by an excited proton. The difference between $T_1$ and $T_2$ is the final disposition of the energy. $T_2$ is always shorter than (or equal to) $T_1$. This is because the dephasing requires less time than energy emission. $T_1$ is a time constant, known as the spin-lattice relaxation time or longitudinal relaxation time and it accounts for the time required to get a net magnetization of 63 percent back in the z-direction. It is a measure of how much energy is emitted to the surroundings after a pulse. One way of finding out the value of $T_1$ is to use a method called inversion recovery (IR), where a 180-degree pulse is applied. $M_0$ rotates downwards, still parallel to the z-axis, but in the negative direction.

![Figure 6. Inversion recovery](image)

No signal is received, since there is no magnetization in the transverse plane. Relaxation starts and after a period of time a new pulse is given, this time a 90-degree pulse (figure 6). This makes the actual magnetization $M_x$ observable in the xy-plane, giving rise to a measurable signal (FID). This process is repeated for different delay times $\tau$. By applying different delay times, the time dependence of $M_x$ can be plotted (figure 7).
Figure 7. $T_1$ curve

$T_2$ is called the spin-spin relaxation or the transverse relaxation. It is the time period required for the transverse component to dephase to 37 percent of its original value. Note that $T_2$ is the time sequence for the decay of $M$ in the transverse plane, while $T_1$ is the time sequence for a regrowth of $M$ in the $z$-direction. Spin-spin relaxation depends on the effect of nuclei precession affecting neighboring nuclei, changing their speed of rotation. The spin echo sequence (figure 8) is a good way of measuring $T_2$. First a 90-degree pulse flips $M_0$ down in the transverse plane. During the dephasing some of the spins move faster, leaving other spins behind. Then a second pulse, a 180-degree pulse flips the spins around in the transverse plane. This results in a change of direction of all the spins, leaving the fast spins behind the slow spins. The fast spins catch up with the slow spins resulting in a rephasing. This causes a spin echo of which the amplitude can be measured. Repeating several 180-degree pulses, the decrease in signal strength can be measured and the exponential decay of transverse magnetization can be plotted against time (figure 9).

Figure 8. Spin Echo
The calculated $T_2$ value relies on a perfect magnetic field with no inhomogeneity. However, there is no perfect field due to three different sources of nonuniformity of $B_0$. These three sources are main field inhomogeneity (M), sample-induced inhomogeneity (MS) and finally gradients. To achieve the total transverse relaxation $T_2^*$ the first two sources have to be considered while proper design of the pulse sequence can eliminate the gradient problems.

$$\frac{1}{T_2^*} = \frac{1}{T_2} + \frac{1}{T_{2M}} + T_{2MS}$$

Main field and sample induced inhomogeneity need to be considered in the formula.

### 3.5 FOURIER TRANSFORM

The detection of the signal is done in the time domain and not in the frequency domain. The reason is that detection of signal in the frequency domain would require a separate measurement for each frequency, which is time-consuming. In the time domain the whole spectrum can be measured at once. Another reason why measurement in the time domain is preferred is that this makes multidimensional methods available through manipulation of the spin pulses. The pulse measured represents a whole set of frequencies. Hence, the FID has to be Fourier transformed to find out which frequencies are contained.

The signal: $f(t) = \exp(i\omega t) = \cos(\omega t) + i\sin(\omega t)$
The Fourier transform:

\[ g(\omega) : \text{The spectrum.} \]

The value of the transform at a particular frequency \( \omega \)

\[ g(\omega) = F(f(t)) = \int_{-\infty}^{\infty} f(t) \exp(-i\omega t) dt \]

There is no signal before the data acquisition starts (\( t = 0 \)).

In NMR: \( g(\omega) = F(f(t)) = \int_{0}^{\infty} f(t) \exp(-i\omega t) dt \)

3.6 INSTRUMENTATION

The equipment necessary to perform a MR-experiment includes the following principal components

1. A magnet to create a main magnetic field
2. A gradient system for spatial resolution
3. A transceiver, i.e. an rf-pulse transmitter and an rf receiver
4. A data acquisition system including a computer
5. Power supplies
6. Cooling systems

3.7 MRI ANALYSIS

Two highly automated structural MRI image processing pipelines and manual segmentation were utilized for image data analysis. The first pipeline was developed at the Montreal Neurological Institute and the second pipeline by Fischl and Dale.

3.7.1 Montreal Neurological Institute pipeline

The first pipeline consisted of image intensity non-uniformity correction, segmentation of brain tissue and regional brain parcellation. Initially, data was corrected for intensity non-uniformity using the N3 algorithm. This is a fully automated technique which maximizes the entropy of the intensity histogram and can be applied to any pulse sequence, field strength or MR scanner. The images were subsequently segmented into gray matter, white matter, CSF and lesion subtype using an artificial neural network.
classifier termed INSECT (Intensity-Normalized Stereotaxic Environment for Classification of Tissues) (figure 10) \(^{96, 97}\). Regional parcellation of the brain was then achieved using the multi-scale analysis ANIMAL technique (Automated Non-linear Image Matching and Anatomical Labeling) (figure 10) which deforms the T1-weighted MP-RAGE volume to match a previously labeled MRI volume. Anatomical labels are defined in the new volume by interpolation from the original labels, via a 3D deformation field \(^{98, 99}\). All volumetric measures from each subject were normalized by the subject’s intracranial volume.

![Figure 10. Original images, tissues classification (INSECT) and regional segmentation (ANIMAL)](image)

3.7.2 Fischl and Dale pipeline

The second pipeline, developed by Fischl and Dale produced regional cortical thickness and volumetric measures. Cortical reconstruction and volumetric segmentation includes removal of non-brain tissue using a hybrid watershed/surface deformation procedure \(^{100}\), automated Talairach transformation, segmentation of the subcortical white matter and deep gray matter volumetric structures (including hippocampus, amygdala, caudate, putamen, ventricles) \(^{100-102}\), intensity normalization \(^{95}\), tessellation of the gray and white matter boundary, automated topology correction \(^{103, 104}\), and surface deformation following intensity gradients to optimally place the gray/white and gray/cerebrospinal fluid borders at the location where the greatest shift in intensity defines the transition to the other tissue class \(^{105-107}\). Once the cortical models are complete, a number of deformable procedures can be performed for further data processing and analysis including surface inflation \(^{108}\), registration to a spherical atlas.
which utilized individual cortical folding patterns to match cortical geometry across subjects\textsuperscript{109}, and parcellation of the cerebral cortex into units based on gyral and sulcal structure\textsuperscript{110, 111}. All volumetric measures from each subject were normalized by the subjects’ intracranial volume.

3.7.3 Manual segmentation of hippocampus
Manual measurements of hippocampal volume were performed on a HERMES workstation (Nuclear Diagnostics, Stockholm, Sweden). Each measurement was performed with constant parameters by a neuroradiologist who was blinded to clinical information. A region of interest (ROI) tool was used within the HERMES multimodality software package, to manually delineate the hippocampal formation using previously defined anatomical landmarks\textsuperscript{112}. Intra-rater reliability of the measurements was tested in 15 randomly selected subjects by repeated measurements with an interval of one month. The intra class correlation coefficients (ICC) of the measurements were > 0.93. All measures from each subject were normalized by the subjects’ intracranial volume.

3.8 MRS ANALYSIS
All studies involving MRS used the software package LCModel (http://www.s-provencher.com)\textsuperscript{113, 114} for the analysis of the spectra. The LCModel algorithm applies linear combinations to calculate the best fit of the experimental spectra to the model spectra. The model spectra are simulated to match the magnetic field strength, type of sequence and sequence parameters used for the data acquisition. The analysis is performed in the frequency domain with raw data (free induction decay (FID)) as the input. In all studies metabolite ratios are used. The ratios are given relative to creatine + phosphocreatine (Cr+PCr) as applied by others\textsuperscript{115, 116}. The following 16 metabolites were included in the basis set: alanine (Ala), aspartate (Asp), creatine (Cr), γ-aminobutyric acid (GABA), glucose (Glc), glutamate (Glu), glutamine (Gln), glycerophosphorylcholine (GPC), phosphorylcholine (PCho), myo-inositol (m-Ins), lactate (Lac), N-acetylaspartate (NAA), N-acetylaspartylglutamate (NAAG), phosphocreatine (PCr), scyllo-inositol, taurine (Tau). Also included are nine simulated macromolecules and lipids. When a metabolite is mentioned in the result section of this thesis, it always implies the corresponding metabolite ratio. Additionally, the metabolites NAA and Cho in the result section refer to the sums NAA= NAA+NAAG and Cho= GPC+PCho.
To ensure that differences in tissue composition did not account for metabolic differences between subject groups (study IV), we segmented the 3-dimensional inversion recovery prepared spoiled GRASS dataset using SPM (Statistical Parametric Mapping) software (http://www.fil.ion.bpmf.ac.uk/spm) to determine the percentage of gray and white matter and CSF composition within each MRS voxel. The metabolite concentrations reported by LCModel were divided by the fractional content of brain tissue (p[GM] + p[WM], where p[GM] and p[WM] represent the percentage of gray matter and white matter in the voxel, respectively) to adjust for the relative proportion of cerebrospinal fluid (CSF) in the MRS voxel.
4 MULTIVARIATE DATA ANALYSIS

The following sections are a short background and an overview of the multivariate methods used. Multivariate analysis performed in the thesis has been done using the software package SIMCA (Umetrics AB, Umea, Sweden).

4.1 PREPROCESSING

Preprocessing is a very important step in building an adequate model and has to be performed in a correct manner. There are many ways in which pre-processing can be done. This section will only describe the methods used in the studies included in this thesis. All analyses were performed using mean centering and unit variance scaling. Mean centering improves the interpretability of the data, by subtracting the variable average from the data. By doing so the data set is repositioned around the origin. Large variance variables are more likely to be expressed in modeling than low variance variables. Consequently, unit variance scaling was selected to scale the data appropriately. This scaling method calculates the standard deviation of each variable. The inverse standard deviation is used as a scaling weight for each MR-measure.

4.2 PCA

The basis of multivariate data analysis is principal component analysis (PCA) and it is an unsupervised method, which means that it does not use priori information about groups for the analysis. The representation of a multivariate data table X consisting of rows (observations) and columns (variables) as a low-dimensional plane, is an important feature of PCA. Statistically, PCA reduces the dimensionality and complexity of the data by finding lines and planes in the K-dimensional space (K=number of variables in the model) that approximates the data in the best way possible in the least squares sense. This gives us the opportunity to get an overview of the data to observe group belonging, trends and outliers. It is also possible to view relationships between the observations and the variables. A model usually reduces the K-dimensional space to 2-5 dimensions. The data table X is modeled by PCA in the following way.

\[ X = 1^* \overline{x} + T^* P + E \]

The term \(1^* \overline{x}\) originates from the preprocessing step and represents the variable average. The second term \(T^*P\) is the matrix product and it models the structure. The
last and final term $E$ is the residual matrix which contains the noise (data not modeled). PCA matrix representation is shown in figure 11.

![PCA matrix representation](image)

Figure 11. PCA matrix representation

### 4.3 PLS AND OPLS

Both partial least squares to latent structures (PLS) \(^6,\)\(^7\) and orthogonal least squares to latent structures (OPLS) \(^8,\)\(^9\) are supervised multivariate data analysis methods. Supervised methods use additional information (dependent variables), directly correlating the independent variables (image or spectral data) with the dependent variables (priori information about groups). The methods are similar to PCA in that the independent variables are projected into new coordinate systems. The major difference is that the supervised methods do not attempt to explain as much variance in the original data as possible. Instead they try to maximize the covariance between the dependent and the independent variables. This is done via an inner relationship between the latent variables where the variation of the two sets of variables is described. These methods perform better than PCA when it comes to differentiating between groups.

One way of describing PLS modeling (relationship between two blocks of variables) is that it fits two PCA-like models and aligns them simultaneously, one PCA-like model for $X$ (independent variables) and one for $Y$ (dependent variables). The aims are to model $X$ and $Y$ and to predict $Y$ from $X$.

\[
X = 1 \times \tilde{x} + T \times P' + E
\]

\[
Y = 1 \times \tilde{y} + U \times C' + F
\]

The terms $1 \times \tilde{x}$ and $1 \times \tilde{y}$ originate from the preprocessing step and represent the variable averages. Matrices $T$ and $U$ are information related to the observations. The $X$-loading matrix $P'$ and the $Y$-weight matrix $C'$ contain information connected to the
variables. The last and final terms E and F are the residual matrices which contain the noise (data not modeled).

The advantage of OPLS compared to PLS is that the model created to compare groups is rotated. This means that the information related to class separation is found in the first component of the model, the predictive component. The other orthogonal components in the model, if any, correlate to variation in the data not connected to class separation. Focusing the information related to class separation on the first component makes data interpretation easier.

The results from the methods are visualized by plotting two or three components in a so-called scatter plot (Figure 12). Components are vectors in the multivariate space along which groups can be separated. These vectors are linear combinations of partial vectors and are dominated by the input variables (x). All the components created by the models are, by definition, orthogonal to each other and span the projection plane of the points. Each point in the scatter plot represents one individual subject. Each component receives a $Q^2(Y)$ value that describes its statistical significance. $Q^2(Y)$ values > 0 are regarded as statistically significant if the model contains more than 100 observations. If the model contains less than 100 observation $Q^2(Y)$ values > 0.05 are regarded as statistically significant. $Q^2(Y)$ is the fraction of the total variation of the Ys (expected class values) that can be predicted by a component according to cross validation (CV).

![Graph](image)

Figure 12. OPLS 3D-scatter plot illustrating the separation between two groups

In the scatter plots differences, if any, between groups can be observed. These differences are based on the input variables. The input variables can be plotted according to their importance for the separation of the groups. All the variables receive a VIP (variable of importance in the projection) value, which reflects its impact in
explaining the group differences. VIP values larger than 1 suggest that the variable is over average involved in the separation of groups (used for PLS modelling). The VIP plots take all the components in the model into account. This makes them unsuitable for OPLS modeling, since all the information related to class separation is found in the first component. For OPLS modeling, we use so-called loading plots which show the variables and their corresponding jack-knifed confidence intervals. Jack-knifing is used to estimate the bias and standard error. Variables with confidence intervals that include zero have low reliability. Covariance is plotted on the y-axis. A variable with high covariance is more likely to have an impact on group separation than a variable with low covariance. Variables below zero in the plot are decreased in the model, while variables above zero are increased.

4.4 CROSS VALIDATION
Cross-validation (CV) is a statistical method for validating a predictive model which involves building a number of parallel models. These models differ from each other by leaving out a portion of the data set each time. The data of the omitted subject is then predicted by the respective model. Leave-one-out cross validation means that one individual subject is left out and the number of parallel models created is the same as the number of observations. CV minimizes the inflation in sensitivity and specificity which is connected to the use of the entire data set as a trainer of the classifier. Failure to cross-validate can result in over-optimistic classification accuracy. There are many ways in which CV can be done and different ways of performing it can give slightly different results. The optimal way to validate a model is of course to have an external test data set. Unfortunately, the number of subjects included in a study limits the use of external test sets.
5 AIM OF THESIS

The general aim of this thesis is to study the applicability of magnetic resonance imaging and magnetic resonance spectroscopy combined with multivariate data analysis to monitor disease and treatment effects in Alzheimer’s disease. Can patterns of the disease be used as biomarkers for early diagnosis of the disease and to monitor treatment effects? The methods were applied in both animal models and in man.

The specific objectives were:

- To study alterations in the neurochemical profile in a mouse model for megencephaly (BALB/cByJ-Kv1.1\textsuperscript{mcceph/mcceph}) compared to wild type mice and to study the effects of the anticonvulsant drug carbamazepine. This was performed to investigate the potential use of combining \textit{in vivo} MRS and multivariate data analysis to monitor disease and treatment effects.

- To monitor treatment effects of the acetylcholine-esterase inhibitor donepezil in a mouse model of Alzheimer’s disease (APP/PS1). This was performed to investigate the potential use of combining \textit{in vivo} MRS and multivariate data analysis to monitor effects of treatment.

- To investigate the potential use of combining different MRI measures (global and regional volumes and cortical thickness measures) with multivariate data analysis in a cross-sectional study to distinguish between patients with Alzheimer’s disease, patients with mild cognitive impairment and healthy controls.

- To explore the prospective value of MRS as a complement to MRI in making the early diagnosis of Alzheimer’s disease using multivariate data analysis in a cross-sectional study.
6 SUBJECTS AND METHODS

Studies I-III are part of the AddNeuroMed study \(^3\) and the subjects in study IV are derived from the Alzheimer’s Research Trust (ART) cohort study \(^{118}\). Studies I and II were carried out at the Experimental MR research center at Karolinska Institutet, Solna, Sweden. MRI examinations were performed using a 4.7 T magnet with a horizontal bore (Bruker Biospec Avance 47/40, Bruker, Karlsruhe, Germany) equipped with a 12 cm inner diameter self-shielded gradient system (max. gradient strength 200mTm\(^{-1}\)). A commercially available volume coil (Bruker, Karlsruhe, Germany) with an inner diameter of 25 mm was used for excitation and signal detection. Study III is a multi-centre MRI study for longitudinal assessment in Alzheimer’s disease. The study is similar to a faux clinical trial and has been established to assess longitudinal MRI changes in AD, MCI and CTL using an image acquisition protocol compatible with Alzheimer's Disease Neuroimaging Initiative (ADNI) \(^{119}\). Data was collected at baseline, 3 months and 12 months. However, the data presented here are only from baseline. The approach consists of a harmonized MRI acquisition protocol across centers, rigorous quality control at both the sites and the central data analysis hub and an automated image analysis pipeline. Comprehensive quality control measures have been established throughout the study. An intelligent web-accessible database contains details of both the raw images and the data processed using a sophisticated image analysis pipeline. Data is collected from six different sites across Europe.

- University of Kuopio, Finland
- University of Perugia, Italy
- Aristotle University of Thessaloniki, Greece
- King’s College London, United Kingdom
- University of Lodz, Poland
- University of Toulouse, France

Karolinska Institutet was the data coordination center and MR data was sent either electronically or by CD. Data acquisition took place using six different 1.5T MR systems (4 General Electric, 1 Siemens and 1 Picker). At each site a quadrature birdcage coil was used for RF transmission and reception. The population in study IV was derived from a largely community-based population of subjects with AD and elderly people (the ART cohort study). Subjects were scanned using a 1.5 Tesla, GE
NV/i Signa MR-system (General Electric, Milwaukee, WI, USA) at the Maudsley Hospital, London.

6.1 STUDY I
A total of 29 mice were used in this study (Table 1). Carbamazepine was incorporated into R70 pellets (daily intake of 0.5 g) and given orally. The volume of interest for spectroscopy was localized using spin echo sequences with rapid acquisition with relaxation enhancement (RARE) imaging. Spectra were acquired using the PRESS pulse sequence and the voxel was placed in the dorsal hippocampus. LCModel was used for spectral quantification and multivariate data analysis (PLS-DA) was applied to detect group differences.

<table>
<thead>
<tr>
<th>Table 1. Mouse groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse type</td>
</tr>
<tr>
<td>mceph/mceph</td>
</tr>
<tr>
<td>mceph/mceph</td>
</tr>
<tr>
<td>wt</td>
</tr>
<tr>
<td>wt</td>
</tr>
</tbody>
</table>

wt=wild type mice

6.2 STUDY II
A total of 43 female mice were used in this study (Table 2). Donepezil was given i.p. daily for four weeks (0.6mg/kg). Volumes of interest for spectroscopy were localized using spin echo sequences with rapid acquisition with relaxation enhancement (RARE) imaging. Spectra were acquired using the PRESS pulse sequence and voxels were placed in the parietal cortex/hippocampus and striatum. LCModel was used for spectral quantification and multivariate data analysis (PLS-DA) was applied to detect group differences.

<table>
<thead>
<tr>
<th>Table 2. Mouse groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse type</td>
</tr>
<tr>
<td>APP/PS1</td>
</tr>
<tr>
<td>APP/PS1</td>
</tr>
<tr>
<td>wt</td>
</tr>
<tr>
<td>wt</td>
</tr>
</tbody>
</table>

wt=wild type mice
6.3 STUDY III
A total of 345 subjects were included in this study. For demographics of the subject cohort see Table 3.

<table>
<thead>
<tr>
<th>Table 3. Demographics</th>
<th>AD</th>
<th>MCI</th>
<th>CONTROL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>117</td>
<td>118</td>
<td>110</td>
</tr>
<tr>
<td>Gender (female/male)</td>
<td>77/43</td>
<td>61/57</td>
<td>60/50</td>
</tr>
<tr>
<td>Age</td>
<td>75±6</td>
<td>74±6</td>
<td>73±7</td>
</tr>
<tr>
<td>MMSE</td>
<td>21±5a</td>
<td>27±3</td>
<td>29±1</td>
</tr>
<tr>
<td>ADAS-Cog\textsuperscript{b}</td>
<td>24±10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CDR</td>
<td>1.2±0.5</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Years of education</td>
<td>8±3</td>
<td>9±4</td>
<td>11±5</td>
</tr>
</tbody>
</table>

Data are represented as mean ± standard deviation. AD = Alzheimer’s Disease, MCI = Mild Cognitive Impairment, MMSE = Mini Mental State Examination, ADAS-Cog = Alzheimer’s Disease Assessment Scale – Cognition, CDR = Clinical Dementia Rating.,\textsuperscript{a} Number of AD subjects with CDR 0.5= 12, CDR 1=79, CDR 2=26,\textsuperscript{b} Data available for AD only.

Following a three plane localizer, a high resolution sagittal 3D MP-RAGE dataset was acquired. Finally an axial proton density / T2-weighted dual echo fast spin echo dataset was acquired. Full brain and skull coverage was required for both of the latter datasets. Automated regional segmentation, cortical thickness measures and manual outlining of hippocampus were performed for each image. Altogether this yielded 75 different volumetric and cortical thickness measures which were used in multivariate data analysis (OPLS).

6.4 STUDY IV
A total of 66 subjects were included in this study. For demographics of the subject cohort see Table 4. T1-weighted images were obtained in the axial plane from each subject. Automated regional segmentation and cortical thickness measures were performed for all the images. Magnetic resonance spectroscopy was acquired from the hippocampus using a PRESS pulse sequence. LCModel was used for metabolic quantification. Altogether, this yielded 69 different volumetric, cortical thickness and metabolite ratio variables which were used in multivariate data analysis (OPLS).
<table>
<thead>
<tr>
<th>Variable</th>
<th>AD</th>
<th>CONTROL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>30</td>
<td>36</td>
</tr>
<tr>
<td>Gender (female/male)</td>
<td>15/15</td>
<td>22/14</td>
</tr>
<tr>
<td>Age</td>
<td>77±5</td>
<td>77±5</td>
</tr>
<tr>
<td>MMSE</td>
<td>23±4</td>
<td>29±1</td>
</tr>
<tr>
<td>Years of education</td>
<td>11±3</td>
<td>12±3</td>
</tr>
</tbody>
</table>

Data are represented as average ± standard deviation. AD = Alzheimer’s Disease, CONTROL = healthy controls and MMSE = Mini Mental State Examination.
7 RESULTS AND DISCUSSION
As previously stated, the aim of this thesis was to test the potential use of combining multivariate data analysis with different magnetic resonance measures to monitor disease and treatment in Alzheimer’s disease.

7.1 TREATMENT IN ANIMAL MODELS
We wanted to investigate whether or not it was possible to use the combination of multivariate analysis and MRS to monitor the effects of treatment. A previous study has shown that Carbamazepine (CBZ, an anticonvulsant drug used for the treatment of epilepsy) treatment prevents brain overgrowth in megencephaly mice (BALB/cByJ-\textit{Kv1.1}\textsuperscript{mceph/mceph}) and normalizes the expression of trophic molecules. Changes in the neurochemical profile are likely to occur before morphological changes. For this reason we chose to start by investigating the potential use of multivariate analysis and MRS in this mouse model (study I), before moving on to a mouse model for AD (study II).

7.1.1 Study I
We applied MRS to pinpoint differences in the hippocampus between \textit{mceph/mceph} and wt mice. The second aim was to investigate effects of durable oral CBZ treatment on the MR spectra. Using multivariate data analysis, including all measurable metabolites in the PLS-DA model, we could observe significant separations between \textit{mceph/mceph} and wt mice ($Q^2=0.787$). The most important metabolites for the separation between \textit{mceph/mceph} mice and wt mice were NAA and Cho. \textit{Mceph/mceph} had lower levels of NAA ($p=0.001$) and Cho ($p=0.04$) compared to wt mice. Glutamate, glutamine, taurine and myo-inositol levels were similar in wt mice and \textit{mceph/mceph} mice showing the specificity of the findings. NAA is considered to be a marker for neural density and/or function. It is likely that in this case the low levels of NAA in \textit{mceph/mceph} mice reflect neuronal dysfunction since hyperexcitability of mossy cells, abnormal expression of trophic factors and seizure-like activity have been observed. Lower levels of NAA have also been observed in the hippocampus and cortex of patients with epilepsy and in idiopathic megalencephaly. The reduced levels of Cho may reflect changes in choline requirements, trafficking or metabolism. There was also a significant separation between \textit{mceph/mceph} mice and \textit{mceph/mceph} mice treated with CBZ ($Q^2=0.792$). The most important metabolites for the separation
between the two groups were NAA and Gln. NAA levels were significantly higher in treated mice (P=0.03), while Gln did not reach statistical significance using traditional statistical methods (t-test). The treatment recovered both Cho and NAA levels. The Cho levels were fully recovered, while those of NAA were not (p=0.04) compared to those of wt mice. CBZ prevents brain overgrowth and normalizes the abnormal levels of trophic molecules, but the NAA levels are only partly normalized. The reason for this is probably that CBZ has a dampening effect on both the severity and the duration of seizures, but the drug does not eliminate severe seizures. Nevertheless, this further highlights that NAA is a marker for neuronal dysfunction. Creating a PLS-DA model containing all animals (mceph/mceph, treated mceph/mceph and wt mice) it can be readily observed that the treatment does have an effect (Figure 13).

![Figure 13. Scatter plot illustrating the normalization of carbamazepine treated mceph/mceph mice compared to wild type mice](image)

There were also a significant separation between non-treated and treated wt mice ($Q^2=0.150$). The most important metabolites for the separation were Cho and m-Ins. Neither of the two metabolites reached statistical significance when tested. However, this shows the strength of multivariate data analysis compared to traditional statistical methods like the t-test. A t-test does not consider correlation patterns in the data and their significance is in many cases destroyed by multiple comparisons. Distinct differences in MRS spectra between mceph/mceph mice and wt mice were depicted and treatment effects of CBZ were monitored using MRS in combination with multivariate data analysis, which demonstrates the potential applications of the techniques.
7.1.2 Study II

Study I demonstrated the potential applications of combining MRS with multivariate data analysis to monitor treatment effects in the mceph/mceph mouse model. As a continuation we wanted to investigate if we could apply the same methods to detect treatment effects in an early stage of the development of APP/PS1 mice. The APP/PS1 mouse coexpresses the mutated forms of human β-amyloid precursor protein and mutated human presenilin 1. Consequently, the APP/PS1 mouse model reflects important features of the neurochemical profile in humans suffering from AD. The aim of this study was to investigate if multivariate data analysis could detect changes in the pattern of the metabolic profile after donepezil treatment (an AchE inhibitor). Donepezil was selected as a test candidate, since it is well-known for improving cognitive functions in AD patients \(^{75,76}\). Effects on the brain metabolites N-acetyl-L-aspartate, choline and myo-inositol levels have been reported in clinical studies using this drug \(^{76-78}\).

![Figure 14. Scatter plot illustrating a significant separation between before and after donepezil treatment in cortex/hippocampus of APP/PS1 mice](image)

Significant differences were observed in the metabolic pattern of APP/PS1 mice in both the striatum (str) and the cortex/hippocampus (ctx/hipp) (Figure 14) before and after donepezil treatment using multivariate data analysis (str: \(Q^2=0.39\), ctx/hipp \(Q^2=0.17\)), evidencing a significant treatment effect. A significant decrease in the metabolite Tau was related to donepezil treatment in APP/PS1 mice in both brain regions (str: \(p=0.027\), ctx/hipp: \(p=0.019\)). It is possible that the decrease in Tau is directly connected to the cholinergic activity since it has previously been shown that Tau inhibits the release of acetylcholine \(^{126}\). Lower levels of Tau suggest a reduced inhibitory tone, leading to
increased cholinergic activity. Furthermore, a significant influence on the Cho level was observed in treated APP/PS1 mice compared to untreated animals in str (p=0.011). The levels of Cho in str were increased in both untreated and treated APP/PS1 mice, but the increase was partially mitigated by the treatment. These results are in line with AD patient data where increased levels of Cho have been observed in untreated and treated APP/PS1 mice, as well as a decrease in the levels of this metabolite following donepezil treatment in AD patients. Finally, a treatment effect was also seen in wt mice in str utilizing multivariate data analysis (Q^2=0.24) and Glu was significantly increased (p=0.035). This increase caused by donepezil treatment could be connected to an increase in cholinergic activity. It is also possible that the glutamate increase is directly connected to donepezil treatment. This increase is somewhat unexpected and needs to be further investigated.

One limitation of this study is that the wt mice were normal C57Bl6 and not the wild type littermates which makes the comparison between the two groups difficult (wt vs. APP/PS1). However, the results do show that it is possible to monitor treatment effects using the combination of multivariate data analysis and MRS which was one of the main aims of the study. Nevertheless, the conclusions drawn connected to human studies should always be interpreted with caution. To make this study more compatible with human studies the experiments have to be performed on older mice. Larger numbers of APP/PS1 mice are required, including wild type littermates. Monitoring the effects of treatment during different stages of life in this mouse model could reveal more detailed information about the effects of this drug.

Multivariate data analysis can detect changes in the metabolic profile in APP/PS1 mice after donepezil treatment. Hence, MR spectroscopy paired with multivariate data analysis may be tested as a tool in drug testing and evaluating drug effects in other settings, especially clinical trials. Effects on several metabolites that are measurable in vivo using MR spectroscopy were observed. Changes in Tau and Cho could possibly be related to changed cholinergic activity caused by donepezil treatment.

### 7.2 MONITOR DISEASE IN PATIENTS

We have now demonstrated that the combination of MRS and multivariate data analysis can be used for monitoring disease and treatment effects in different mouse models. The methods seem powerful and robust and ready to be tested in patient data sets.
7.2.1 Study III

The aim of this study was to investigate if we could discriminate between Alzheimer’s disease (AD), mild cognitive impairment (MCI) and elderly control subjects using multivariate data analysis (OPLS) in combination with different MRI measures (regional cortical volumes, regional cortical thickness measures and manual hippocampal measures). We wanted to investigate how these different measures performed using them separately and pooled together in multivariate models for discriminating between the different groups.

Different OPLS models were created to distinguish between AD vs. CTL, AD vs. MCI and MCI vs. CTL using each of the measures separately and together. The greatest significant separation was observed between the groups AD and CTL ($Q^2=0.63$) when combining all the measures together. We also observed significant separations between AD vs. MCI ($Q^2=0.31$) and MCI vs. CTL ($Q^2=0.29$). Comparing AD with CTL we found a sensitivity of 88% and a specificity of 95% (Figure 15). Distinguishing between AD and MCI resulted in a sensitivity of 76% and a specificity of 77% while comparing MCI and controls yielded a sensitivity of 67% and a specificity of 81%. Combining automated regional volume measures, regional cortical thickness measures and manual outlining of hippocampi together gave higher sensitivity and specificity than using any of the measures alone. Using the different measures separately, manual segmentation of the hippocampus gave the best predictive results. This is however not so surprising since manual measures of the hippocampus are regarded as being “the golden standard” for the early diagnosis of AD with regard to MRI measures. This also highlights the value of manual outlining of the hippocampus. We used the positive...
likelihood ratio (LR+) to determine how well the different models performed. The likelihood ratio incorporates both the sensitivity and specificity of a test and provides a direct estimate of how much a test result will change the odds of having a disease. The likelihood ratio for a positive result (LR+) describes how much the odds of getting the disease increase when a test is positive. By using manual hippocampal measures alone (AD vs. CTL), yielded in a LR+=9 (a likelihood ratio of 5-10 increases the diagnostic value moderately) but combining the different MRI measures resulted in the LR+ doubling to the value of 18 (a value above 10 significantly increases the diagnostic value of the test). This demonstrates that the regional cortical volumes and the regional cortical thickness measures have an additional diagnostic value. Combining measures and looking at patterns of atrophy has greater diagnostic value than looking at single measures. Manual measures of hippocampal volume, regional volumes of temporal gray matter and entorhinal cortical thickness were particularly important for the separation of the different groups.

This method shows potential for distinguishing between different patient groups and identifying possible markers of disease. Combining the different MRI measures together resulted in significantly better classification than using them separately. Since disease-related patterns of atrophy could be observed, we believe that this method also has potential application in distinguishing between different types of dementias.

### 7.2.2 Study IV

Study III demonstrated the power of multivariate data analysis in distinguishing between different patient groups. Combining different MRI measures had greater predicative power than using them separately. One of the measures incorporated into the models in study III was hippocampal volumes which were manually outlined. The task of manual outlining is very time-consuming and not practical in clinical practice. Consequently, we only wanted to use automated measures in this study. The use of automated measures may have advantages in particular when it comes to widespread uptake in either clinical or research practice. The major aim of this study was to explore the value of MRS as a complement to automated MRI measures in the diagnosis of AD.

Multivariate data analysis (OPLS) was used to investigate the discrimination between AD and elderly control subjects using MRI measures combined with MRS measures. Three different models were created to distinguish between AD and CTL. In the first multivariate model MRI measures were used alone ($Q^2=0.64$), the second model contained MRS measures ($Q^2=0.34$) and the third model combined the two ($Q^2=0.71$).
Combining MRI and MRS measures (Figure 16) resulted in a sensitivity of 97% and a specificity of 94% compared to using MRI measures alone which yielded a sensitivity of 93% and a specificity of 86% and MRS measures alone resulted in a sensitivity of 76% and a specificity of 82%. Adding the MRS measures more than doubled the positive likelihood ratio from 7 to 16. Examples of measures of importance are regional volumes of hippocampus, amygdala, total gray matter, total CSF and the metabolite NAA. This method shows potential for distinguishing between different patient groups and combining MRI and MRS measures together and resulted in significantly better classification than using them separately, which demonstrates the value of MRS in the early diagnosis of AD.

![Figure 16. Scatter plot illustrating a significant separation between subjects with Alzheimer’s disease and healthy volunteers using both MRI and MRS measures in the model](image-url)
8 CONCLUSIONS AND FUTURE PERSPECTIVES

The aim of this thesis was to investigate the potential use of combining magnetic resonance imaging and spectroscopy to monitor disease and treatment effects in Alzheimer’s disease. Many studies have focused on finding one biomarker of disease, but due to the complexity and heterogeneity of AD, this is probably not possible and the combination of different measures and biomarkers has to be considered. However, general opinion is changing towards combining different measures. By combining different measures or biomarkers using multivariate data analysis, patterns of disease can be revealed. These patterns can be used as new biomarkers in making the diagnosis of AD.

It is most likely that a single structure or metabolite is not sufficient to distinguish between subjects with AD, those with MCI and healthy controls due to the complexity of the disease. The combination of different structures and different types of measures may prove to be more useful in the early detection of MCI and AD. Since patterns of disease are considered, this also gives us the opportunity to distinguish between different disorders, which would not have been possible when looking at single measures. Furthermore, it is of great importance to consider different patterns when monitoring treatment effects. To be able to observe short term treatment effects, especially with the drugs available today combining different MR-measures is of high importance. This thesis deals with the combination of MRI and MRS with multivariate analysis, but adding other measures such as PET and CSF markers is likely to improve the ability to monitor both effects of treatment and disease.

We have shown that it is possible to monitor treatment effects and disease in animal models, as well as to monitor disease in patients combining MRI and MRS with multivariate data analysis. Combining different measures of atrophy improves the predictive ability of the models. By adding MRS, the model predictability also improves, which highlights the value of this technique for early diagnosis.

Looking ahead, these methods will be used longitudinally in patients. The data presented in study III were at baseline and the same patients have been followed at both three and twelve months. By following the same patients longitudinally we can test the robustness of the models and investigate how the disease progresses both in the MCI patients and AD patients. Another important step is to further investigate the MCI group. This is a very heterogeneous group and needs to be further characterized. To be able to observe patterns of the disease, which can determine which subject will convert
to AD, is one of the major aims. Furthermore, to be able to evaluate these methods in a
treatment study is another major aim, to combine different MR-measures with
multivariate data analysis to find new markers for disease-modifying treatments.
To conclude, the results presented in this thesis show the potential of combining MRI
and MRS with multivariate data analysis to monitor both treatment effects and disease
progression. The methods are far from perfect but show great potential and may
someday be used in clinical practice to diagnosticate AD in an early stage.
Furthermore, these methods may be used in clinical trials to assist in the development
of new drugs. MRI-examinations are today an integrated part of routine clinical work.
For this reason these techniques can be widely used and large patient data can be
obtained to create robust models. Finally, patterns of atrophy are considered rather than
single structures. This will help to distinguish between different neurological disorders
since patterns may be more disease specific.
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