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ABSTRACT

Multiple sclerosis (MS) is a neurological disorder, characterised by demyelination and
inflammation of the central nervous system, leading to sensory and motor symptoms. MS is
thought to be complex disease, with both environmental and genetic risk factors underlying
disease susceptibility. Epstein-Barr virus (EBV) and cytomegalovirus (CMV) infections are
two environmental risk factors, one with a robust association to MS (EBV) and one where
the results have been more inconclusive (CMV). The strongest genetic risk factors lies within
the HLA genes, with HLA-DRB1*15 as the strongest susceptibility factor, and HLA-A*02, as
the most protective genetic factor.

In paper |, the role of EBV infection, and the interaction with HLA-DRB1*15 and HLA-A*02
was studied. Anti-EBNA1 IgG was measured, as was IgG antibodies towards 5 different
epitopes of EBNA1L. High levels of EBNA1 385-420 IgG antibodies were strongly associated
with MS, independent of EBNA1 IgG antibody level. There was interaction on the additive
scale between EBNA1 385-420 IgG and HLA-DRB1*15 and absence of HLA-A*02. In paper I,
we tried to replicate findings by Simon et al, where they found interaction on the
multiplicative scale between EBNAL IgG levels and smoking (never/ever), but our analysis
showed no such interaction.

In paper lll, the association between CMV and MS was studied, yielding a significant
negative association between CMV and MS. To further validate our results, a meta-analysis
of published retrospective studies was performed, which provided a similar negative
association, supporting our results.

In paper IV, the focus shifted from the association of viruses to MS, to dissecting the host
genetic influence on anti-JCV seropositivity and anti-JCV antibody levels. JC virus is the virus
responsible for Progressive multifocal leukoencephalopathy (PML), a rare but potentially
fatal side-effect seen in MS-patients treated with natalizumab. A meta-analysis of three
genome wide association studies performed in two sets of MS cases, one Scandinavian and
one German, and a set of Swedish controls, strongly indicated that the HLA class Il region
was involved in regulating anti-JCV antibody response, and anti-JCV antibody levels. Analysis
of classically named HLA-alleles supported these findings. The alleles in the DRB1*15-
DQB1*06:02-DQA1*01:02-haplotype were all strongly negatively associated with anti-JCV
antibody status and low anti-JCV antibody levels. The alleles in the DRB1*13-DQB1*06:02-
DQA1*01:03-haplotype were positively associated with anti-JCV antibody status. Several
non-HLA loci were suggestively associated with anti-JCV antibody status and anti-JCV
antibody levels (p<0.0001). However, these findings will have to be replicated in an
independent dataset.

This thesis highlights the interactions between environmental and genetic factors in
modulating MS risk. It also shows that the HLA genes have a central role in the susceptibility
to JCV infection.



LIST OF PUBLICATIONS

Epstein-Barr virus and multiple sclerosis: interaction with HLA
SUNDQVIST E, Sundstréom P, Lindén M, Hedstrom AK, Aloisi F, Hillert J,
Kockum I, Alfredsson L, Olsson T

Genes and Immunity. 2012 Jan;13(1):14-20

II. Lack of replication of interaction between EBNA1 IgG and smoking in
risk for multiple sclerosis
SUNDQVIST E, Sundstrom P, Lindén M, Hedstrom AK, Aloisi F, Hillert J,
Kockum I, Alfredsson L, Olsson T
Neurology. 2012 Sep 25;79(13):1363-8

M. Cytomegalovirus seropositivity is negatively associated with multiple
sclerosis
SUNDQVIST E, Bergstrom T, Daialhosein H, Nystrom M, Sundstrom P,
Hillert J, Alfredsson L, Kockum I, Olsson T
Submitted to Multiple Sclerosis Journal

V. The influence of host genetics on anti-JC virus serology status and titer
in multiple sclerosis patients and controls
SUNDQVIST EMILIE, Buck D, Warnke C, Albrecht E, Khademi M, Bomfim I,
Fogdell-Hahn A, Alfredsson L, Bach Sgndergaard H, Gieger C, Hillert J,
International MS Genetics Consortium, Oturai A B, CarulliJ P, Hemmer B,
Kockum I, Olsson T
Manuscript



CONTENTS

1

MUILIPIE SCIEIOSIS .eevveeiiieeiie ettt s s 1
1.1 Genetic risk factors......ccccvevecieicce e 2
1.0 HLA BENES ittt ettt ettt e 2
1.1.2  NON-HLA BENES ...ttt e e e 3
1.2 Environmental risk factors..........coceeverininenienencneeceeeeeee 4
1.2.1 EPStein - Barr ViFUS....ccciiicieeeieiiiieeeciieeeeseiree s seiieee e e svneeas 4
1.2.2  CytomMEeZalOVIrUS ....ceeeieeeeieeeee e cee e e 5
1.2.3 Other environmental risk factors .........ccccoceevvevenenenennnee 6
1.3 JOVIMUS coieeiiiee ettt ettt e e st e e s s bb e e e e s ssbtae e e e nanes 7
1.4 the immuNe SYSTEM ..cc.iiiiiiecieeeeee e 8
1.4.1 Cells and proteins of the immune system .........ccccceeueneen. 8
1.4.2 Response to viral infections........ccccceveeveenienceencie s, 9
1.4.3 The role of the immune system in MS.........ccceevvveriiveennns 10
Epidemiological studies and statistical analysis .12
2.1 CONOIt SUIES...cviiiiieeeietieieeeeee e 12
2.2 Case-control STUAIES .....c.eeevveeecieeeie et 12
2.3 0ddS RALIO .euveeeeeieieriirieeeciee e 13
2.4 Regression analysis.... .14
2.5 INTEraction .oooeeeiiiie e 15
P I - 14 S o | I o To 1V 17
2.7 Meta = analysiS ...couiiiniiieieeeie e
Genetics
3.1 Genetic variation and polymorphisms
3.1.1 The Human Leukocyte Antigen genes .......cccecvvevcvveernnenn. 20
3.2 Linkage disequilibrium.......ccceecirieiieece e 21
3.3 Hardy-Weinberg Equilibrium .23
3.4 How do we identify genetic risk factors? .......cccceevvevvevevvieencennnne 23
3.4.1 Linkage studies.......covveerriieirieeiiieesiee e 23
3.4.2 Candidate gene studies and GWAS .........ccccevevverceeeennenn. 24
3.5 Population stratification..........ccceeeeveeniinieenieeee e, 24
Materials and Methods .........cccoovririeiiiiinec e 26
4.1 Study POPUIALIONS ...cccvieieeiieieceereee e e 26
A1 EIMS ettt st s 26
A.1.2 IMSE | ettt 27
4.1.3 Other datasets included in paper IV.......ccocevveneeneeneenne. 27
4.2 GENOLYPING .eeeiiiiiiieeieittee ettt e et e e e et e e s ire e e e e s anaeeee s 27
4.2.1 Classical HLA-EeNOtYPING ....ccovevieerierieenierieeniesreeiesneenns 27

4.2.2 Large scale SNP genotyping....cccccceevveeeereeeniieeeneeesiee e 28



10

4.3 Genotype iMPULAtioN .....ccceevvieeirieeiriee e 28

4.4 Enzyme-linked immunosorbent assay (ELISA).......cccccceevvvevieennnenns 29
4.5  Statistical ANAIYSES....c.vcveerriereiiierie ettt 30
4.5.1 Association and correlation tests ........ccccecvvevceeicieencnnnn. 30
4.5.2  Interaction @analysiS......ccocervieriiencieniiieiieniieese e seenieens 30
4.5.3 Conditional logistic regression.........ccoceeeeeveeneeneenieeneenne 30
4.5.4 Principal component analysis ... .30
4.5.5 Genetic case-control analysis ........c.coceeveeneeneenienieennenne 30
4.5.6 Meta-analySes......cccceeevieeriiienie e 30
4.5.7 Manhattan plots, marker annotation, etc.......c.cccceecveens 31

Aims of this thesis ........ccccciieiiiiiicc e,

Results and discussion

6.1 Common viruses in MS (Papers | — 1) ....cccceeeeeviievieecreecieeie e, 33
6.1.1 Results from Paper l.....cccocueecervieieeniereeneeseesee e
6.1.2 Results from paper Il
6.1.3 Results from paper lll

6.1.4 Discussion on papers | =l ...cccooeerneeineeniieenieeneeeneen 35
6.2  Host genetics (PAper V) .ococecceeiie e 39
6.2.1 Results from paper IV ...39
6.2.2 Discussion 0N pPaper IV ......ooiiiieiiiieeeeeecee e 40
CoNCIUING FEMAIKS.....cveeeciieeeieeectee ettt re e et e e eraeeane e 43
FULUIE PersSPECTIVES. ...coiiiiiiiiieiee ettt 45
ACKNOWIEAZEMENTS.....oicvieereece e e 47
RETEIENCES. ... ittt sttt sttt st 50



LIST OF ABBREVIATIONS

APC
BMI
cD

Cl

CIS
cMv
CNS
CSF
DAMP

MS
NLRs
NK cell
nOD values
OCBs
OR
PAMP
PML
PPMS
PC
PCA
RA
RLRs

Antigen presenting cell

Body mass index

Cluster of differentiation

Confidence interval

Clinically isolated syndrome
Cytomegalovirus

Central nervous system

Cerebrospinal fluid

Danger associated molecular pattern
Dendritic cell

Early antigen

Epstein-Barr virus

Epstein-Barr nuclear antigen 1
Enzyme-linked immunosorbent assay
Linkage disequilibrium

Genome wide association study
Human leukocyte antigen
Hardy-Weinberg equilibrium
Immunoglobulin

Infectious mononucleosis

International MS genetics consortium
JCvirus

Minor allele frequency

Major histocompatibility complex
Magnetic resonance imaging

Multiple sclerosis

Nucleotide oligomerisation domain-like receptors
Natural killer cell

Normalised optical density values
Oligoclonal bands

Odds ratio

Pathogen associated molecular pattern
Progressive multifocal leukoencephalopathy
Primary progressive MS

Principal component

Principal component analysis
Rheumatoid arthritis

Retinoic acid-inducible gene 1-like receptors



RRMS
SNP
SPMS
SSPs
TLR

VCA
VDR
VDRE
WTCCC2

Relapse-remitting MS

Single nucleotide polymorphism
Secondary progressive MS

Sequence specific primers

Toll-like receptor

Viral capsid antigen

Vitamin D receptor

Vitamin D response element

Wellcome Trust case-control consortium 2



1
MULTIPLE SCLEROSIS

Multiple Sclerosis, MS (OMIM #126200) is a neurological disorder, characterised by
inflammation and demyelinating lesions in the central nervous system (CNS), axonal
loss and progressive build-up of sclerotic plaques. MS affects twice as many women
as men, and the age of onset is usually in the late twenties or early thirties. The
average life time risk for women is around 1 in 400 [1], but in high-risk populations,
such as in Northern Europe, it can be around 1 in 200 [2]. The prevalence in Sweden
has recently been estimated to 188.9/100,000 individuals, and a female to male
ratio of 2.35:1 [3]. Yearly incidence is around 600 new cases per year.

Around 80 % of patients present with a type of relapsing-remitting disease (RRMS),
with bouts of disease activity between periods of remission, but later, after two to
three decades, enter a secondary progressive stage (SPMS). A minority of patients
present with a primary progressive type of disease (PPMS), with no remitting phases
and a progressively worsening of the disease. There are also patients who only
experience one event, and are referred to as belonging to the clinically isolated
syndrome (CIS) group of patients; some of these later develop definite MS, and the
factors contributing to the conversion from CIS to MS are often studied.

The risk of progressing to MS is increased if the patient also presents with brain
lesions on MRI (magnetic resonance imaging) scans [4]. During relapses, patients
commonly experience symptoms from the motor, sensory, visual, and autonomic
systems [5].

The MS diagnosis is defined by a set of criteria on clinical history and MRI test
results, usually the McDonald criteria [6], and earlier also the Poser criteria were
used [7]. According to the McDonald criteria from 2011, if a patient has had more
than two attacks, with either more than two lesions, or one lesion but with sufficient
evidence of a prior attack, no further tests are needed. If the patient does not fulfil
these criteria, supporting events, such as the presence of inflammatory lesions in
the brain, disseminated in space and time, and additional clinical attacks, are needed
to make a definite diagnosis [6].

Antibodies of the IgG and IgM isotypes can be found in the cerebrospinal fluid (CSF)
of many MS patients. They are usually visualised by running electrophoresis on
samples from CSF in a gel, where the immunoglobulins will be seen as bands, so
called oligoclonal bands (OCBs). In fact, these bands are extremely common among
MS patients, and it is estimated that around 90% of all patients have 1gG-OCBs at the



time of their first examination [8]. Testing of CSF for OCBs is no longer part of the
McDonald criteria for RRMS, but is used in the diagnosis of PPMS [6]. Since
autoantibodies against CNS-specific epitopes [9, 10], are present in MS-patients, and
most of the successful therapies for RRMS are immunomodulatory drugs, RRMS, at
least, can be considered to have a strong inflammatory, probably autoimmune,
component. Whether the same is true for PPMS, is debated (reviewed in [11]).

The B-interferons of different brands are today the first-line drugs available for
RRMS. It has been estimated that they reduce the number of relapses with about
30% (reviewed in [5]). A negative side effect of these therapies is the generation of
neutralising antibodies, which bind to and inhibit the effects of the drug, thereby
reducing efficacy. Therefore, patients are monitored for the development of
neutralising antibodies [12]. Glatirameracetate is also used as a first line treatment
with a similar of efficacy.

For many years there were no alternatives to the interferons, until the release of
monoclonal antibodies (mAbs) as a therapy for MS. mAbs bind to specific molecules
on the cell surface, and the mAbs available or in late phase clinical trials today, all
target immune system related molecules [13]. Natalizumab was the first mAb
therapy released for MS (see section 1.3). Now, also low weight oral drugs with
immunomodulatory effects are entering the field. Fingolimod was released in 2012,
and many others are in phase Il and Ill clinical trials, and will hopefully be released
soon. However, most drugs act broadly in the immune system with potentials for
long-term risks and even higher degrees of efficacy is desired. This motivates further
research on the causes of MS, to achieve both prevention and more selective
therapeutic strategies.

1.1 GENETIC RISK FACTORS

MS is considered to be a complex disease, where genetic and
environmental/lifestyle factors both contribute to disease susceptibility. Parents,
siblings and children of MS-patients have a higher age-adjusted risk than second or
third-degree relatives. For monozygotic twins the concordance rate is around 30%
and for dizygotic twins around 7% [1].

1.1.1 HLA genes

The Human leukocyte antigen (HLA) molecules are proteins expressed on cell
surfaces, and their function is to present foreign and endogenous peptides on the
cell surface. In animals, the HLA counterpart is usually called major
histocompatibility complex (MHC).



There are two major classes of HLA-molecules, class | and Il. HLA class | molecules
are expressed on almost all cell types, while HLA class Il molecules are
predominantly expressed on antigen presenting cells (APCs). Class | present cytosolic
antigens on the cell surface, whereas the class Il molecules present extracellular
proteins. The cell types that can be activated by class | and Il molecules also differ,
class | mainly activates CD8+ cytotoxic T-cells, and class Il activates CD4+ T-cells.

The HLA class Il HLA-DRB1*15 haplotype, also known as HLA-DR2 (DQB1*06:02-
DQA1*01:02- DRB1*15:01- DRB5*01:01) has been associated with an increased risk
for MS in several populations [14], with an odds ratio of around 3.08, but the OR
varies across populations [15]. The HLA class | alleles HLA-A*02, has been shown to
have a DRB1*1501-independent association with MS, with an odds ratio of
approximately 0.73 [15-17]. Other HLA-alleles associated with MS are DRB1*13:03
(OR=2.43), DRB1*03:01 (OR=1.26) and DRB1*08:01 (OR=1.18), among others [15,
18]. Through dense SNP fine-mapping of the extended HLA-region, a polymorphism
in the HLA-G gene has been associated to MS in white Americans [19].

The HLA-region has been associated to many other autoimmune diseases, such as
Type 1 Diabetes [20-22], ankylosing spondylitis [23], rheumatoid arthritis [22, 24],
Crohn’s disease [22], and systemic lupus erythematosus [22], to name a few.
Although one HLA-gene can be associated with many autoimmune diseases, the
alleles could differ between diseases. One allele can also be positively associated in
one disease, but negatively associated with another disease, such as in the case of
DRB1*15 which is a strong risk factor in MS, but acts as a protective allele in type 1
diabetes.

1.1.2 Non-HLA genes

The search for non-HLA genes associated with MS has been going on since the early
1970s initially with little success (reviewed in [25]). It was in 2007, with the
publication of the association between the interleukin-7 receptor (IL7R) and MS from
two different groups [26, 27], and the 2007 MS genome wide association study
(GWAS), which found associated alleles in IL2RA and IL7R [28], that things started to
change. The latest MS GWAS found 52 loci associated with MS, 29 were novel loci
not previously published [15]. With the still unpublished data from the Immunochip,
the number of associated loci is likely to increase. The authors of the 2011 GWAS
concluded that many of the associated markers were close to genes involved in the
immune system, with an overrepresentation of genes involved in T-cell maturation
[15]. It is important to note that of the established 59 non-HLA loci, have a much
smaller impact on MS risk with odds ratios in the region of 1.05 to 1.3, compared to
HLA-DRB1*15 with OR = 3.



1.2 ENVIRONMENTAL RISK FACTORS

Smoking, lack of sun exposure, low levels of vitamin D and different types of human

herpes viruses have all been suggested as environmental risk factors associated with
MS, with varying degrees of evidence to back those claims. My studies largely focus

on selected viral factors in the etiology of MS.

Epstein-Barr virus and cytomegalovirus are both from the family of human herpes
viruses (herpesviridae), a family of large enveloped DNA viruses. Other common
viruses belonging to this family are varicella zoster virus, which causes chicken pox,
and the herpes simplex viruses, which cause cold sores, and in more severe cases,
can cause herpes simplex encephalitis. Some of them have been linked to MS,
presence of antibodies against measles, rubella and varicella zoster in CSF has been
implicated as important in the conversion from CIS to RRMS [29].

1.2.1 Epstein - Barr virus

Epstein-Barr virus (EBV) is a common herpes virus and it has been estimated that
more than 90 % of all individuals worldwide will become infected during their
lifetime [30]. Most people are infected during early childhood, and the infection is
usually asymptomatic. However, in around 30-50 % of all individuals infected during
adolescence or young adulthood, infectious mononucleosis (IM) develops after the
primary infection [30, 31]. IM symptoms include fever, sore throat, and fatigue.

B-cells are the primary target of EBV, but it can also infect epithelial cells in the
oropharynx. During the primary infection the virus enters the tonsils and infects
naive B-cells, which become activated, migrate to the germinal centres where they
proliferate and differentiate into latently infected memory B-cells. These memory B-
cells exit the tonsils and enter the blood stream. Only during cell-division do they
express EBV-proteins and only Epstein Barr Nuclear antigen 1 (EBNA1). The memory
B-cells can re-enter the tonsils, and differentiate into plasma cells, which also starts
a new lytic cycle. During the lytic phase of the infection, the cells produce EBV-
particles that can infect nearby cells and thus spread the infection. During this
phase, the immune system starts to respond to the infection; CD8+ T-cells kill
infected B-cells and plasma cells, and soluble antibodies bind to free virus particles
and inhibit further spread. The difference between asymptomatic EBV infection and
IM is thought to be that in the latter case, there is a much higher number of infected
B-cells, and the symptoms are caused by the mass-killing of B-cells by cytotoxic T-
cells. Why the number of infected B-cells would increase with age is not known
(reviewed in [32]).

Eventually, the virus establishes a latent infection in B-cells. During the latent
infection, parts of the EBV genetic program is shut down, the lymphocytes
proliferate and home to sites (e.g. bone marrow) where the infection persists for the



rest of life of the host. Periodically there will be a reactivation of the lytic EBV
genetic program, to yield new virions that will infect new cells and maintain a
constant infection.

Antibodies against EBV-related proteins are seen in all phases of the infection.
During an acute lytic phase, IgM and later IgG antibodies against viral capsid antigen
(VCA) and early antigen (EA) can be detected. During the latency phase, antibodies
against EBV nuclear antigens 1-5 (EBNA) dominate [31]. It has also been shown that
individuals can have antibody responses towards different amino acid domains of
EBNA1 [33], and that these are also associated with increased MS risk [33, 34]. The
connection between MS and EBV has been studied extensively. MS patients often
have elevated levels of antibodies towards EBNA1 compared to controls [35, 36],
which we also observed in our Swedish case-control material (paper |). Past history
of IM has also been linked to a higher risk developing MS [37, 38], lending further
support to a role of EBV in MS etiology.

1.2.2 Cytomegalovirus

Cytomegalovirus (CMV) is another human herpes virus that can establish a life-long
latent infection in the host. The primary infection is usually asymptomatic, although
congenital infection is a major cause of hearing loss and other neurological
impairments in newborns worldwide [39]. In rare cases CMV can cause CMV
mononucleosis, with symptoms similar to infectious mononucleosis. The
seroprevalence among women varies from 45-100% worldwide, and not surprisingly,
the seroprevalence increases with age. Women also seem to have a higher
seroprevalence than men (reviewed in [40]). There is also a socioeconomic
difference in CMV seroprevalence, with higher rate of seropositive individuals
among low and middle socioeconomic groups compared to high [40, 41].

CMV usually established latency in epithelial cells [42] and hematopoietic cells [43,
44]. In vitro, CD33+ cells were able to support CMV latency, and CD33+ cell
activation also lead to viral reactivation and production of viral particles [44]. CMV is
thought to play a role in immunosenescence, and the CD8+ T-cell response EBV and
CMV can induce in elderly people differ [44]. Approximately 10% of all CD4+ and
CD8+ memory T-cells in seropositive individuals are CMV-specific [42].

Like EBV, CMV has been studied in regard to MS before, but many studies were
small and unfortunately, yielded only inconclusive results [45-48]. However, a
negative association between CMV seropositivity has been reported in adult [49]
and pediatric MS cases [50]. Anti-CMV antibodies have also been shown to have a
positive effect on MRI progression and clinical outcomes [47]. Seropositivity has also
been associated with a decreased time to relapse and increased number of relapses
[51]. In @ murine mouse model called Theiler’s murine encephalitis, co-infection with



murine CMV ameliorated the disease, and increased motor performance in mice.
There was also a positive immunomodulatory effect seen in the proportion of CD3+
cells reaching the brain [52].

1.2.3 Other environmental risk factors

In 2001, Hernan et al published a report from the Nurses’ Health study, associating
smoking with an increased risk for MS. Before that, studies had shown inconsistent
results [53]. In 2011, Hedstrdm et al published data on smoking as a risk factor for
MS using cases and controls from the EIMS study (see section 4.1.1) [54]. The
increase in risk was evident up to five years after smoking cessation. MS patients
who are also current smokers have a higher risk for all-cause mortality, compared to
patients who are non-smokers [55]. Interestingly, the use of Swedish snuff for more
than 15 years was associated with a decreased risk for MS [54]. Passive smoking has
also been associated with an increased risk for MS [56]. Further analysis on the use
of snuff showed that a combination of snuff and smoking was negatively associated
with MS, suggesting a protective effect of nicotine in MS development [57].

A further study analysing possible interactions with HLA-DRB1*15 and A*02, the two
strongest genetic risk factors for MS was subsequently performed, also using data
from EIMS. There was an interaction between smoking and HLA-DRB1*15 on the
additive scale with departure from additivity (see section 2.5). However, this
interaction was confined to individuals not carrying A*02. There was also a
significant interaction between absence of HLA-A*02 and smoking among HLA-
DRB1*15 positive individuals [58]. This suggests that smoking and HLA genes jointly
predisposes to MS in some individuals.

Lack of sun exposure, residing at a high latitude, and low vitamin D levels have also
been suggested as risk factors in MS. Data from our own materials indicate that low
levels of sun exposure is a stronger risk factor than low vitamin D levels, hinting at a
more complex mechanism than just low vitamin D levels affecting MS risk [59].

Vitamin D is produced in an inactive form in the skin by keratinocytes. Vitamin D3
(colecalciferol) is created when 7-dehydrocholesterol is exposed to UV-B radiation.
Vitamin D3 is also supplied via the diet. In the liver, vitamin D3 is hydroxylated and
becomes 25-hydroxyvitamin D3. In the kidney, CYP27B1, a cytochrome P450
enzyme, catalyzes the hydroxylation of 25-hydroxyvitamin D3 into 1, 25-
hydroxyvitamin D3, the bioactive form of vitamin D. 1, 25-hydroxyvitamin D3 can
bind to the vitamin D receptor (VDR). VDR forms a heterodimer with the retinoid X
receptor and the complex can bind to vitamin D response elements (VDRE) in the
genome.



Vitamin D is thus involved in the regulation of the immune system through binding
of the VDR to VDRE in the regulatory region of immune genes [60, 61]. It has been
shown in lymphoblastoid cell lines that there seem to be an overlap between VDR
binding sites and active regulatory genomic regions. This overlap was not as strong
in non-immune cell types [61]. Further support for the involvement of vitamin D in
MS comes from the association of markers in the CYP27B1 and CYP24A1 regions,
which has been observed in several GWAS and candidate studies [15, 62, 63].
CYP24A1 codes for an enzyme involved in vitamin D metabolism.

Another risk factors involved in MS is high body mass index (BMI) before the age of
twenty [64]. High BMI was also associated with MS in female paediatric MS patients
[65]. Shift work at age 20 has also been associated with an increased risk for MS
[66].

1.3 JC VIRUS

JCvirus is a nonenveloped icosahedral polyoma virus with a double-stranded DNA
genome. JCV can infect several types of cells; B-cells in blood and tonsils, CD34+
hematopoietic progenitor cells and primary tonsillar stromal cells [67]. The primary
infection is usually asymptomatic and most are infected during childhood [68].The
virus maintains a persistent infection in the kidneys and bone marrow, and in some
instances, also in the brain [69]. The seroprevalence varies world-wide, from 3-75%
in various populations in early studies [70], but later studies suggest a prevalence of
40-60% in Europe [71-73]. In 1971, the virus was isolated from a male patient with
progressive multifocal leukoencephalopathy (PML) [74], the first evidence of a
causal link between JCV and PML.

Natalizumab is a monoclonal antibody used in the treatment of MS, that can block
VLA-4 (very late activation antigen-4), leading to inhibition of cell migration across
the blood brain barrier (reviewed in [13]). Unfortunately, one of the most severe
side-effects of natalizumab treatment is PML, a possibly fatal demyelinating disease
of the central nervous system. Before the introduction of natalizumab on the
market, PML was mostly seen in immunocompromised patients (AIDS, leukaemia or
organ transplant recipients). The mechanisms by which JCV causes PML in a
proportion of MS patients remain unclear [75, 76]. Studies have shown that the risk
for PML among patients treated with natalizumab increases with treatment
duration, and that seronegative individuals have a very low risk for PML [77].

There is no cure for PML, although antiviral drugs have been tested. The most
important thing to do is to improve the patient’s immune system so it can clear the
viral infection, by removing natalizumab through dialysis. By doing so, there is
always the risk of the so called immune reconstitution inflammatory syndrome, in



which the immune system responds extremely forcefully, and actually causes more
damage to the infected tissue instead of clearing the infection. Thus, the
opportunistic infection causes problems in conditions with immunosuppression and
in cases of treatment with a series of immunomodulatory drugs for inflammatory
disease. It is therefore important to learn more about factors leading to a persistent
JCV infection, which in turn may pave the way for therapeutic and/or preventive
strategies. Host genetics is hereby one area to explore.

1.4 THE IMMUNE SYSTEM

The immune system is there to protect us from foreign invaders, such as parasites,
viruses and bacteria which we encounter daily. It is when the immune system starts
attacking self-antigens that autoimmunity can develop.

1.4.1 Cells and proteins of the immune system

The immune system is the native defence we are all born with to combat potentially
dangerous and damaging pathogens. Once activated, it produces a rapid and
effective response.

The immune system recognizes patterns of molecular structures that are shared
between microbial pathogens, so called pathogen associated molecular patterns,
PAMPs. These PAMPs can be single or double-stranded RNA found in viruses, or
bacterial proteins and molecules such as pilin and lipopolysaccharides. The innate
immune system also recognises endogenous signals, DAMPs (danger-associated
molecular patterns), which are released when the cells are damaged, such as the
stress-induced protein heat shock proteins and cellular proteins released during
necrosis.

Macrophages and neutrophils are cells that can phagocytise (devour) and kill
microbes they encounter. They also release pro-inflammatory cytokines. The
complement system consists of plasma proteins that bind to microbes and initiate a
cascade of reactions with the ultimate goal to opsonise or kill microbes. Natural
killer cells can recognise infected cells and kill them, as well as activate and stimulate
macrophages to kill infected cells. Dendritic cells (DCs) are professional antigen
presenting cells (APCs). After activation they migrate to the lymph nodes where they
are potent activators of naive T-cells. There are two types of DCs, myeloid DCs and
plasmacytoid DCs.

B and T lymphocytes are the main effector cells of the adaptive immune system, and
they express receptors that have specificity for a certain antigen. The key to the vast
repertoire of antigens that can be recognised by B and T-cells is the rearrangement
of the B and T-cell receptor genes. This means that the immune system constantly



generates cells with new specificities. Both cell types start as lymphoid precursor
cells in the bone marrow (B-cells), and thymus (T-cells), and undergo a complex
chain of maturation stages before they become mature cells.

Mature B-cells leave the bone marrow and start to migrate between secondary
lymphoid organs. When they encounter the antigen, they will be activated.
Activation can either be independent of T-helper cells, through antigen binding
directly to receptors on the B-cells, or T-helper cell dependent, where the T-cell can
increase the B-cell response. B-cells have immunoglobulin receptors expressed on
their cell-surface; upon binding of the antigen to these receptors, the B-cells become
activated and undergo clonal expansion. These cells start to secrete antibodies,
some switch from producing immunoglobulins of the M isotype to produce
immunoglobulins of the G isotype. Through mutations in the immunoglobulin genes,
the B-cells can also start to produce antibodies with higher affinity than the initial
response antibodies, so called affinity maturation. A portion of the cells will become
memory B-cells, available for a fast response upon a new encounter with the
antigen. Most B-cells are follicular B-cells from the bone marrow, but another subset
develops in the fetal liver and are called marginal zone B-cells.

Naive T-cells are formed in the thymus, and become activated in the peripheral
lymphoid organs when they meet APCs, such as dendritic cells, that express their
specific antigen on HLA molecules on the cell surface. After activation the T-cell
expands and differentiates, and subsequently enter the circulation. CD8+ cytotoxic
T-cells (CTLs) bind to and kill infected cells, and CD4+ T-helper cells produce
cytokines that recruit more immune cells to the site, and promote phagocyte
activation to clear the infection. Ty1-cells activate macrophages through interferon-
y. INF-y also promotes B-cell switching, and promote the differentiation of Ty1-cells.
Th2-cells are important in combating helminthic (parasites) infections, and through
interleukin 4 and 13 they can also activate macrophages. Ty17-cells produce IL-17
which recruits leukocytes to the site of infection. Regulatory T-cells is another subset
of T-cells, and they are important in suppressing immune responses and control
tolerance to self-antigens.

1.4.2 Response to viral infections

The Toll-like receptors (TLRs) are membrane bound PAMP recognition receptors and
are expressed on dendritic cells, phagocytes and many other different cell types, and
some of them can bind and recognise viral antigens. There are nine different TLRs,
with different ligands and differences in the downstream activation of cellular
pathways (reviewed in [78]. TLR3 uses the TRIF pathway, TLRs 1, 2, 5-9 activate
MyD88, and TLR4 can use both pathways. Both pathways can lead to activation of
interferon regulatory factors (IRFs) and production of type 1 interferons.



The cytoplasmic Retinoic acid-inducible gene 1-like receptors, RLRs, are important in
detecting viral RNA. RIG-1 detects double stranded RNA and leads to activation of
transcription factors NF-kB and IRF-3, and subsequent production of type 1
interferons. RIG-1 can also have direct antiviral effects in the acute phase of
infection [79].

Nucleotide oligomerisation domain-like receptors (NLRs) is another type of receptor
capable of detecting viral components. Just as with TLRs stimulations, RLRs
stimulation leads to type 1 interferon responses, an important tool in combating
viral infections.

Type 1 interferons (a and B) lead to increased cellular resistance to viruses, increase
the cytotoxicity of NK cells and upregulate the expression of MHC class |, increasing
the probability of an infected cell to be detected and killed. Type 1 interferons also
increase the number of lymphocytes contained in the lymph nodes. Cells have ways
in which they can sense infection and undergo apoptosis, and infected cells can also
be more sensitive to external apoptotic signals. Type 1 interferons can be produced
by DCs, macrophages and other immune cells, as well as by fibroblasts [78].

Natural killer (NK) cells normally interact with MHC class | molecules on other cells,
but there are other receptors that can activate NK-cells, one of them is NKp46. It has
been shown that NKp46 can recognise hemagglutinins on cells infected with
influenza A virus and lyse them [80]. Plasmacytoid DCs recognise viral nucleotides
and produce type 1 interferons after activation. The expression of viral particles on
antigen presenting cells will also activate T-and B-cells, which will lead cytokine
production, CD8+ mediated killing of target cells, and to the recruitment of other
cells to the area.

1.4.3 The role of the immune system in MS

T and B-cells can both recognise and bind self-antigens. Normally these cells are
identified and killed, but when this mechanism fails, auto-reactive cells can enter the
system and start attack the body’s own cells. MS is thought to have an auto-immune
component, where immune cells are attacking and destroying self-antigens.

In the thymus, T-cells are presented with self-antigens bound to MHC-complexes on
the surface of epithelial cells. T-cells that can only weakly bind to these complexes
receive stimulating signals and survive. T-cells that bind too strongly to these
complexes of MHC and self-peptides either undergo apoptosis or differentiate into
regulatory T-cells. It is when this complex process fails that self-reactive T-cells are
free to enter the circulation. When they later encounter the self-antigen in the
periphery, they will become activated and perform their immunological functions in
a setting which is negative for the individual, i.e. autoimmunity. Immature B-cells
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constantly need external signals for survival, and it is thought that only cells with
functional membrane immunoglobulins can receive these survival signals. B-cells
that have a high affinity for self-antigens may undergo receptor editing to change B-
cell receptor affinity, or they may undergo apoptosis.

MS is considered by many to be a T-cell mediated autoimmune disease. In the CNS,
auto-reactive T-cells encounter resident DCs and are reactivated. These T-cells
secrete pro-inflammatory cytokines, leading to recruitment of other inflammatory
cells. In the end, the inflammatory process will lead to the destruction of the myelin
wrapping the axons and leading to neuronal death, causing sensory and motor
symptoms [81]. EBV-positive B-cells have also been found in the brains of MS-
patients [82, 83], a possible indication of a pathogenic role of EBV infection MS
disease development and/or progression.

The search for MS auto-antigens has recently started to yield interesting results.
Auto-antibodies against myelin oligodendrocyte glucoprotein have been found in
MS patients (reviewed in [84]), and auto-antibodies against neurofascin can mediate
axonal injury [85], while antibodies against contactin-2 have been suggested to be
involved in gray matter pathology in MS [86]. Recently, the potassium channel
KIR4.1, expressed on astrocytes and responsible for potassium and water balance
[87], was found to be a target for auto-antibodies in a subset of MS patients [9].
Interestingly, KIR4.1 appears to co-localise with aquaporin 4, another membrane
channel. Auto-antibodies towards aquaporin 4 are seen in neuromyelitis optica [88],
which was previously thought to be a subtype of MS [87].
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2
EPIDEMIOLOGICAL STUDIES AND
STATISTICAL ANALYSIS

2.1 COHORT STUDIES

In a cohort study, a group of people are followed over a period of time, and during
that time some will develop the phenotype of interest, while others will not.
Exposures to environmental factors of interest are followed during that period,
often through examinations and questionnaires. A closed cohort does not allow any
new participants to be included, whereas a dynamic cohort allows for new people
during the follow-up period. Examples of closed cohort studies are the British birth
cohort of 1958 [89], the British 1970 birth cohort study [90], where they are
following all individuals born in Britain during that particular year. Another example
of a cohort study is the Framingham heart study, where individuals living in
Framingham, Massachusetts, have been followed since 1948 [91].

For common diseases, the cohort study is an excellent and feasible choice of study
design, where you can get a sufficient number of healthy and diseased individuals.
For a very rare disease, such as MS, the cohort would need to be very large to yield a
sufficient number of cases for any meaningful statistical analyses. For a disease with
late onset, the cohort will also have to be followed for a very long time, before cases
appear among the studied individuals.

2.2 CASE-CONTROL STUDIES

A more cost-efficient study design is the case-control study, which can, if planned
and carried out properly, give the same type of information a more costly cohort
study can. The basic principle of a case-control study is to compare cases and
controls; this can be in regards to an environmental exposure or a certain genotype.
Case-control studies can also be done within the framework of a cohort study, and
are then usually referred to as nested case-control studies.

In a case-control study, cases are identified and a group of controls is sampled from
the source population. Often the cases and controls are matched for certain
variables, such as sex and age. To increase power in a cost-efficient way, more
controls can be added to the study.
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In our case, the EIMS cases and controls are matched for age at index (when the
case is included), sex {(male/female) and where they live. Matching will hopefully

decrease the noise, as the groups are slightly more homogenous.

If matching is done properly, these matching variables will not show any association
to the disease outcome. For example sex would be strongly associated with MS if
the controls were drawn at random, with a high frequency of females among the
cases (approx. 70%), and lower among randomly drawn controls (approx. 50%).
Hence it is not possible to test for association to matching variables.

Recall bias is an important issue in case-control studies, when information regarding
exposures is collected after disease onset. Cases can either have a tendency to over-
or underestimate their exposures to certain factors, which has to be taken into
account when analysing the results. There is also the risk of reverse causation,
where cases differ in exposure to controls, but not because the exposure causes
disease, but due to changed behaviour because they have the disease. An example
would be that MS cases report lower sun exposures than controls. A quick
conclusion would be that low sun exposure is associated with an increased risk for
MS, but in reality it might be that cases have been in the sun less because they do
not feel well in the heat (MS patients can be sensitive to heat) or have trouble
moving (due to early symptoms) and stay indoors more.

Case-control studies are not prospective studies, something which can be important
if one wants to examine disease causing mechanisms rather than just measure if an
exposure is associated with a disease. Prospective data also removes the problem of
reverse causation, since a chronological order of events can be defined, with the
disease onset as the endpoint.

2.3 ODDS RATIO

Odds ratio (OR) can be calculated from case-control data where you have
information on the number of exposed and unexposed cases and controls for a
certain factor, for example smoking or a genetic factor, and gives the effect size for
that particular risk factor. This is often presented in a 2-by-2 table, as shown below.

Exposed Non-exposed
Cases a b
Controls x c d

The formula for odds ratio is simple:
a/b _ad

Odds among patients / odds among controls = o = E
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An odds ratio of 1 means that there is no difference in risk between cases and
controls for that risk factor. An OR higher than 1 indicates an increased risk for
disease if exposed to that variable. Conversely, an OR lower than 1 indicates that
exposure to that variable is associated with a decreased risk for disease. Odds ratios
are often presented with a confidence interval (Cl), usually 95%, which gives an
indication of the precision of the OR and the variance with in the analysed dataset.
To test for statistical significance of the observed OR, the 2-by-2 table can be utilised
ina xz-test.

2.4 REGRESSION ANALYSIS

To assess the relationship between an outcome variable and one or several
explanatory variables (also known as dependent and independent variables,
respectively), regression analysis can be used. If the outcome variable is continuous
and follows a normal distribution, a linear regression is applied. A linear regression
model with one outcome and one explanatory variable is called a simple linear
regression, compared to a model in which you have more than one explanatory
variable, called a multiple linear regression:

Y=C¥+B1X1+,kak+£

Where a is the intercept, and the value of Y if all variables are 0, 3...B«are the
regression coefficients. A linear regression model has some underlying assumptions,
such as that the relationship between Y and x is linear, and that the dependent
variable follows a normal distribution. In those instances when data does not follow
a normal distribution, different methods of transforming the data should be
considered. Alternatively a non-parametric method should be used. The most
common is a use the natural logarithm scale when transforming the data, but there
are other methods.

To analyse the effect of our predictor variables on a quantitative outcome, such as
the levels of an antibody towards JC virus, a linear regression approach can be used,
with GWAS genotypes as explanatory variables.

If the outcome variable is a binary trait, such as healthy and sick, a logistic regression
may be used. An inherent characteristic of the logistic regression (sometimes called
binary logistic regression), is that the exp(g) is the odds ratio, for an individual with
xi=1, if the explanatory variables are categorical or binary. It is then possible to draw
up a table of all possible combinations of variables within the dataset. If the
explanatory variable x is continuous, exp (8) is the increase in odds associated with a
unit increase in x.
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With a multivariate logistic regression, it is possible to adjust for variables affecting
the outcome, or to adjust for matching variables in a case-control study.

Conditional logistic regression can be used in matched case-control datasets. A key
(or strata) identifying each pair of matched case and control, is used instead of the
matching variables. It is the ideal method for analysing a data set with matched
cases and controls, but can mean loss of data points if not all cases have a matching
control, which is the case in the EIMS study.

2.5 INTERACTION

Interaction in its most biological sense is the actual physical interaction between two
proteins or molecules in a biological pathway or mechanism. These interactions are
essential for the survival of any cell (and organism) and best studied in vivo and in
vitro.

Epistasis is the term generally used to describe the interaction between two genetic
loci, where the expression of one is dependent on the other. To confuse matters
more, epistasis is also a term used to describe a statistical interaction between two
genetic loci. In statistical epistasis there is no need for any actual physical and
biochemical interaction between two genetic loci.

There are many ways in which you can analyse how two factors interact to modulate
disease risk, also known as effect modification. Two very common ways to study
interaction are the multiplicative and additive models. The basis of both these
models is to compare an observed joint effect of two factors with an expected joint
effect. In a multiplicative model, the expected joint effect would be OR x ORg, and
in an additive model it would be expressed as ORa + ORg. If there is a difference
between the observed and the expected, there is a departure from multiplicatively
(or additivity). This departure can either be positive (the observed joint effect is
larger than expected), called synergism, or negative (observed joint effect is smaller
than expected), called antagonism [92].

The difference between the two models lies in the way the joint effect is calculated.

In multiplicative interaction, an interaction term between factor A and B is added to
the logistic regression model.
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Multiplicative interaction

A A
OR - + OR - +
- 1.0 3.0 - 1.0 3.0
B B
+ 2.0 6.0 + 2.0 9.0
Expected joint OR=2.0x3.0=6.0

No interaction: Positive interaction:
Observed joint OR = 6.0 Observed joint OR =9.0

Adapted from:
Szklo, M. and F.J. Nieto, Epidemiology: beyond the basics. 2nd ed. 2007

In departure from additivity, the sum, rather than the product, of the odds ratios of
factors A and B, is measured and compared to the expected.

Additive interaction

A A
OR - + OR - +
- 1.0 3.0 - 1.0 3.0
B B
+ 2.0 4.0 + 2.0 6.0
Expected joint OR=2.0+3.0-1.0 =4.0
No interaction: Positive interaction:
Observed joint OR =4.0 Observed joint OR = 6.0
Adapted from:

Szklo, M. and F.J. Nieto, Epidemiology: beyond the basics. 2nd ed. 2007

The double negative (A-/B-) group is the reference group, with a baseline risk of
OR=1.

Attributable proportion (AP) due to interaction is the proportion of cases caused by
the interaction itself, and can be calculated as follows, using the numbers from the

table above:
(observed OR — expected OR) _ (6—4) 2

(observed OR — baseline risk) ~ (6 — 1) s B

0.4

AP=0.4 means that 40% of all cases who are exposed to both factor A and B, are
caused by this interaction, or put another way they are cases because of the
interaction between these factors.

The additive model is what many epidemiologists refer to biological interaction, and
is founded on the concept of the sufficient cause model (also known as the “pie
|I!

model”). This model dictates that a complex disease has several different causes
that can lead to disease [93].
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Figure 1. Four different sufficient causes where each piece of the pie is a genetic or an
environmental risk factor. Each sufficient cause can be thought of as a separate individual.
In all instances where the pie is complete, disease will develop. However, not all individuals
will have the same components in their respective “pie”, and there will also be individuals
with exactly the same “pie”. According to the additive model, when two components are
present in the same pie, there is departure from additivity.

Through regression modelling, there is also the possibility to adjust for confounders,
and can be applied to both the multiplicative and the additive models. The power to
detect interaction depends on the OR for each factor, as well as the joint OR, and on
the frequency of the factors studied [94].

There are other statistical methods to study interaction, such as data mining and
machine learning methods, for example multifactor dimensionality reduction,
Bayesian networks, and Random Forest. Just as the multiplicative model, these do
not follow the sufficient cause model described above.

Even though departure from additivity has been called biological interaction, it is still
a statistical method and interactions do not have to be physical, and the two
interacting factors do not have to be involved in the disease-causing pathway at the
same time. As such, statistical interactions do not imply causality in the biological
sense, but can be a valuable method in pin-pointing disease causing mechanisms
and pathways that warrant further investigations.

2.6 STATISTICAL POWER

Lack of statistical power can be the bane of any type of study, it doesn’t matter how
well planned and thought-out it initially was (although a good study design can help
ameliorate the problem). So what is statistical power?

To answer that, we need to go back to the null hypothesis (Ho) and type I and II
errors, all important concepts in statistics.

- The Hyg is the default position, while the alternative hypothesis usually postulates
an alternative theory. Hg often propose that there is no difference between groups,
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or no effect, while the alternative hypothesis that there is a difference between
groups.

- Type | error is that you reject the null hypothesis even though it is true (false
positive).

- Type Il error is the reverse, you fail to reject the null hypothesis even though it is
actually false (false negative).

The probability of a type | error is commonly denoted a, and the probability of a
type Il error is called B. The power of a statistical test is the probability that the test
will correctly reject the null hypothesis, when Hy is false. The power of a study is
calculated as 1 — B, and B is usually set at 0.20, meaning that the minimum
acceptable power of a study is 80%.

Power calculations can be used to estimate the power you have to detect a certain
effect size (in case-control settings, the OR) of a given variable, given certain
circumstances (disease prevalence in the population, minor allele frequency,
number of cases and controls, rate of misclassification of disease, and the levels of a
and B). Generally, the more cases and controls you have the more power you have
for a given effect size. Traditionally, p<0.05 have been used as a cut-off for
significance.

When two groups, for example cases and controls, are tested repeatedly for
differences exposures to several variables or genetic variants, there is an increased
risk that a significant result is obtained just by random chance. A type | error is thus
made. The more tests, or comparisons, that are made on the same dataset, the
higher the number of false positive findings. Several methods to correct for multiple
testing exist. In genome-wide association studies, where many comparisons are
made at the same time, the cut-off is p<5 x 108,

2.7 META - ANALYSIS

In a meta-analysis you combine and compare results from several studies into one
analysis, for example to calculate a common OR in a set of case-control studies.

In the fixed model, the effect size is assumed to be equal across all studies, and all
the factors influencing the effect size are the same. Each study is assigned a weight;
the inverse of the variance within that study [95].

In the random effects model, it is assumed that the effect size can vary between
studies. The distribution of these effect sizes is generally assumed to follow a normal
distribution. The weight assigned to each study is the inverse of the variance within
each study, plus the variance between studies [95].
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Heterogeneity is the variability between the different studies included in a meta-
analysis and is an important factor that needs to be addressed. If there are
differences in estimates, or if the estimates are similar but the confidence intervals
differ in magnitude, heterogeneity could be a problem. The meta-analysis
performed in R 2.15 using the rmeta-package, assumes a fixed model and tests for
heterogeneity. Other packages can be used for random model analyses. The meta-
analysis command in plink 1.07 [96] gives the Cochrane's Q statistic value and 1>
value to help assess heterogeneity for each marker. The 1>-value gives the
heterogeneity on a scale of 1-100. The power of both of these tests is dependent on
the number of studies in the meta-analysis.
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3
GENETICS

3.1 GENETIC VARIATION AND POLYMORPHISMS

Our genomes are not identical, and it is these differences that make us unique, and
also separate us from other species. These variations come in many forms, some are
whole genes that are present in one species but not in another. Others are smaller
sequences of a few base pairs that are repeated several times, but the number of
these repeats differs between individuals (e.g. microsatellites). The smallest
variation is the single nucleotide polymorphisms (SNPs), where one base differs
from one person to another:

Me: AGTCATTCGTTACGACGA
You: AGTCATTCGATACGACGA

Through modern genotyping techniques, these can now be analysed in human DNA.
Earlier techniques only allowed for discrimination of microsatellites. SNPs are often

bi-allelic, that is there are only two possible variants, in the case above, A and T. The
less common allele in a population is called the minor allele, and the more common

is referred to as the major allele. SNPs with a minor allele frequency (MAF) <5% are

called rare variants.

3.1.1 The Human Leukocyte Antigen genes

In the human genome, the extended HLA-region is located on the short arm of
chromosome 6. It is a large region, around 7.6 Mbp, and the region also contains
other immune system related genes, histone and tRNA genes, as well as genes
coding for olfactory receptors (smell perception) [97]. The HLA-region is one of the
more polymorphic gene regions in the human genome.

The class | genes are HLA-A, B, C, E, F and G, and the class Il genes are DRA, DRB
(divided into DRB1-9), DQA1, DQB1, DPA1, DPB1, DMA, DMB, DOA, and DOB. There
are currently 6,919 class | alleles, and 1,875 class |l alleles listed in the IMGT/HLA
database [98]. Of all of these, HLA-B is the most polymorphic gene, with over 2,800
alleles coding for more than 2,100 proteins.

Because of the many variations of alleles, the nomenclature of HLA-alleles has been
reworked several times. An example of the current naming standard is given in
figure 2 below. The gene is always given first, with the allele group given after an
asterix. Then follows digits denoting a specific protein variant, variation in coding
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sequence and variation in non-coding sequence. At the very end is a position for a
suffix denoting the protein expression. The suffixes used are: N = null, L =low, S =
soluble, C = cytoplasm (not cell surface), A = aberrant (there is doubt whether the
protein is expressed, and Q = questionable.

HLA-A*02:101:01:02x
Allele group<—|_

Specific protein «———

DNA variation in coding region «———

DNA variation in non-coding region

Suffix denoting expression

Figure 2. Naming of an HLA-allele. Adapted from hla.alleles.org

There is also extensive linkage disequilibrium (see section 3.2) between alleles in
genes within the HLA, making the region extremely complex and fascinating. Many
alleles from different genes within the HLA are often inherited together. One
example are A*01-B*08-DRB1*03, which is a very common combination of alleles in
Caucasians, often called the B*08-haplotype.

3.2 LINKAGE DISEQUILIBRIUM

Linkage disequilibrium (LD), a term first coined by Lewontin and Kojima in 1960 [99],
is the non random association of two or more loci. Markers with high LD would be
seen as inherited together more often than expected. The reason is that there has
been no crossing over (no recombination) event during meiosis. Generally, markers
that are close to each other on the chromosome, are more likely to be in LD, than
markers that are far apart, and the strength of LD decreases as the distance
between loci increases, but studies have shown that LD can also be preserved over
large distances in certain regions of the genome (reviewed in [100]). There is also
the assumption that LD will decay over time in a population, as an increase in the
number of generations, and therefore, meiosises, increases and hence more
recombination have occurred between the loci.

There are several ways to measure LD, but D, D’, and /2 are the most common.
Deviation (D) is the LD-measurement proposed by Lewontin and Kojima. For two
markers, A and B, D is calculated:

D = Pag—p1a:

Where Pyzis the frequency of the AB-haplotype, p; and g; are the allele frequencies

of A and B, respectively. D depends on allele frequencies and can vary between -0.25
t0 0.25, and D=0 indicates no LD.
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Another way to measure LD is D’, which is a normalised version of D and uses the
theoretical maximum of D (D). For two markers A and B, with alternative alleles a
and b, D’ is calculated as follows:

Allele Frequency D20 D'= D/Dymax
A p1 Dmax : the smallest of p;g, and p2q;
a p2
B g1 D<0 D'= D/Dpmax
b q2 Dpmax : the smallest of p;q; and p»g;

If D’is +1 or -1, it implies that there is complete LD between markers.

,z’ or Az, is the correlation coefficient between a pair of alleles. It is another very
common measurement of LD, and also very popular among geneticists. It ranges
from 0 — 1, where 1 indicates complete LD between loci.

D2
ré=

- p1p2q:1q>

A haplotype is a stretch of DNA where there have been no recombination events,
and all variants at all loci along that stretch are inherited together.

Factors that affect LD on a population level are genetic drift, inbreeding, mutations
and gene flow. Genetic drift is stochastic fluctuations in allele frequencies in a
population due to random sampling [101]. In a small population, these fluctuations
will cause non-random associations [99].

Inbreeding will impact the decay of LD, but it will be different in low inbreeding
populations and in species where there are high levels of inbreeding, such as selfling
species. Mutations are one way new variants are introduced into a population but
probably have only small effects on the generation of LD [99].

Gene flow occurs when there is a mixture of two genetically different populations,
and genetic material is shared. The likelihood of generating LD when two
populations are mixed depends on the ratio of contribution by each population, and
the differences in allele frequencies [99]. The level of LD is known to vary between
regions of the genome. The HLA-region on chromosome 6 shows extreme levels of
LD, due to the pressure of natural selection on this region [100], and also high level
of polymorphisms. This high level of LD has made it very hard to distinguish the
actual risk-bearing gene in the major genetic MS-risk haplotype, DRB1*15:01-
DQB1*06:02-DQA1*01:02. LD can also be used to our advantage, as in imputation of
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genetic data, and the possibility to replace one marker with another if the LD
between them is high.

3.3 HARDY-WEINBERG EQUILIBRIUM

The Hardy-Weinberg principle is a central concept in population genetics, and was
independently proposed in 1908 by G.H Hardy and W. Weinberg [102]. It states that
the allele and genotype frequencies in a population will remain constant (in
equilibrium) over generations. This holds for both bi-allelic and multi-allelic loci.

The principle relies on a few assumptions:

- Mating is random; no inbreeding

- The population is infinitely large

- No gene flow (no new genes are added through mating with other
populations)

- No mutations, as they can alter allele frequencies

- No natural selection; all individuals have equal success of survival and
reproduction

In any situation where these assumptions are not fulfilled, there will be a deviation
from the Hardy-Weinberg equilibrium (HWE), when comparing the observed
number of each genotype with the expected number of each genotype. In case-
control analyses, any deviation from HWE in either cases or controls can influence
the conclusions drawn from such a study. Deviations from HWE can be due to
sampling bias, mistyping of genotypes, or spurious associations due to population
stratification (see section 3.5) [103]. If a marker deviates from the HWE in cases but
not in controls, it can lend further support to an association between the marker
and the disease phenotype [103, 104].

3.4 HOW DO WE IDENTIFY GENETIC RISK FACTORS?

3.4.1 Linkage studies

Linkage studies analyses the pattern of inheritance between a marker in the genome
and a certain phenotype, and thus utilises family materials. In the early days of
linkage analysis, microsatellites were used as genetic markers, but nowadays the
analysis of SNPs has become more common.

In MS, linkage analysis was able to identify the HLA-region as an important genetic

risk factor, but so far, no non-HLA genes have been found through linkage analysis
[25].
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3.4.2 Candidate gene studies and GWAS

Before the genome wide association study (GWAS), there was the candidate gene
study. A possible candidate gene, often chosen because of evidence from animal
models, functional studies or through knowledge of the immune system and disease
pathogenesis, was genotyped in a set of MS cases and controls. Often several
markers in the gene were genotyped at once, and the association with disease was
calculated.

Association tests are usually performed on the allele level, as in comparing the
frequency of one allele in cases versus controls, using a x2-test. In some cases, a
genotypic association test can be warranted, where you compare the frequency of
genotypes instead of alleles, between cases and controls. Many applications also
allow for testing of recessive and dominant models.

So far, only common variants (MAF >5%) have been studied using GWAS. Rare
variants can be analysed through targeted sequencing, and in some cases, with very
low MAFs, even through the use of family materials and linkage analysis [105].

One drawback with genetic studies is that the causal SNP is sometimes not possible
to genotype or not known, and instead one uses tagging-SNPs that are in LD with the
causative marker(s).

3.5 POPULATION STRATIFICATION

Population stratification — inherent differences in allele frequency between cases
and controls due to differences in ancestry, can cause false associations in case-
control analyses. With advances in technology and statistics, it has become easy to
handle population stratification in large-scale genotyping datasets.

There are different ways to deal with stratification:

Genomic control, where you, for each marker, adjust for population stratification
with an inflation factor, denoted A [106], which should be 1 or close to 1.

Structured associations, in which the data is divided into subclusters and
associations are given for each cluster and then combined, for example in a meta-
analysis [107], is another way.

Principal component analysis (PCA) is a method to reduce the dimensionality of a

dataset by analysing the co-variance between variables. The analysis looks for
directions in the data (in a 3D-space) and identifies the main direction of the data.
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This first axis, that therefore explains most of the variability, is called the principal
component. The next step in the analysis is to look for the next axis, orthogonal (90
degree angle) to the previous, which explains most of the remaining variation. This
step is repeated until no more possible components remain. The significance of each
component is tested, and significantly associated (explain part of population
stratification) can be included as covariates in an association analysis. Something
similar is performed in the Eigenstrat software where they apply a principal
component analysis and then continuously correct for ancestry in the association
analysis [107]. Some researchers do not look at the number of significant PCs, but
rather use a fixed number of PCs to adjust for [108].

Genomic control and structured associations were previously very common ways to
deal with population stratification. Even if not used to correct for population
stratification, genomic control (A) is often given in published papers, as way to easily
indicate whether population stratification was a problem or not. Another way would
be to state the number of significantly associated principal components in the PCA,
as given by the Tracy-Widom statistics.

Principal component analysis, though becoming more popular within the genetic
research community, is not without faults. If the principal components are equally
distributed between cases and controls, or if self-reported ancestry overlaps with
the information carried by the PCs, some data will be superfluous and will reduce
power in the association analysis. Other ways to select which PCs to include have
been proposed [108].
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4
MATERIALS AND METHODS

4.1 STUDY POPULATIONS

In my papers | have used data from two ongoing epidemiological studies, EIMS and
IMSE, as well as a Danish set of MS cases, and | have had access to results from a
German dataset of MS cases.

All cases included in study I-1ll, and all Swedish cases in study IV, fulfil the McDonald
criteria for MS (a defined set of criteria for MS diagnosis) [109]. All cases and
controls in study I-1ll are of Swedish, Danish, Norwegian or Finnish ancestry. Both
IMSE and EIMS have been approved by the Ethical Review Board at Karolinska
Institutet and all participants in these studies have provided written informed
consent.

4.1.1 EIMS

The Epidemiological investigation in MS is an ongoing Swedish study led by
researchers at Karolinska Institutet. Started in 2005, the study aims to collect all
newly diagnosed patients in Sweden, and more than 30 clinics from all over the
country, including all university hospitals, are now submitting new cases. It is the
neurologist at the recruiting unit that makes all examinations and final diagnosis. All
cases fulfil the McDonald criteria for MS [110].

As a new case is recruited, two controls are randomly selected from the national
population registry, matched for sex, age at index, and area of residence. The study
population includes ages 16-70. Both cases and controls are asked to answer an
extensive questionnaire regarding lifestyle (diet, exercise, occupation, etc), and to
donate blood samples.

The response rate for the questionnaire is around 98% for cases, and 73% for
controls, and of these responders, 98% of cases leave blood sample, and 58% of
controls [54]. From these blood samples, DNA, serum and plasma are extracted at
the Karolinska Institutet Biobank. To increase the number of DNA samples received
from controls, they are now given the option to leave a saliva sample instead of
blood.

A small proportion of the study (around 1000 individuals) have been characterised

for serological responses to CMV, EBV (EBNA1, EBNA1 fragments), varicella zoster
virus, Human herpes virus 6 A/B, and herpes simplex 1 and 2. Samples from the
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EIMS study have been genotyped as part of the IMSGC/WTCCC2 GWAS [15], and on
the Immunochip [111]. Many have also been genotyped with classical HLA-DRB1 and
A genotyping.

4.1.2 IMSE |

The Immunomodulatory MS study | is a post-marketing (phase 1V) study of patients
currently on natalizumab treatment, with over 40 clinics in Sweden recruiting
patients.

Cases are included as they start treatment, and examinations are performed at
baseline, and then every six months. At every examination a blood sample is taken,
and cognitive and functional tests are performed to evaluate treatment effect.
Continuous follow-up on adverse events and treatment side-effects is performed
and data entered into the Swedish MS-registry [112].

Samples from the IMSE | study have been included on the Immunochip, and also,
genotyped in the IMSGC/WTCCC2 GWAS [15] and with classical HLA-genotyping in
our group.

4.1.3 Other datasets included in paper IV

The Danish dataset consists of 158 cases on natalizumab treatment, with serum
taken at baseline (before treatment). 84 of these cases had imputed HLA-genotypes
and GWAS genotypes, as they were part of the IMSGC/WTCCC2 GWAS [15].

As part of the meta-analysis, | also had access to the results of the analysis on 751
German MS cases, collected from collaborators in Munich. These cases had also
been analysed in the GWAS [15] and were part of a study similar to IMSE.

4.2 GENOTYPING

4.2.1 Classical HLA-genotyping

Low resolution genotyping for the HLA-DRB1, A and C genes was performed with kits
from Olerup SSP AB [113]. The method uses sequence specific primers (SSP). A
polymerase chain reaction is run for around 30 cycles, and the products are loaded
to an agarose electrophoresis gel stained with GelRed (Biotium, Hayward, CA, USA),
run at 200 volts for 15 minutes and visualised and photographed on a UV-table. The
wells with a positive signal (band) are then interpreted according to a chart, and a
person’s HLA-DRB1 and A and C genotypes were established at the two-digit level.

For HLA-B, a Luminex-based genotyping method was used [18], which uses SSPs
attached to micro-beads [114].
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4.2.2 Large scale SNP genotyping

Instead of genotyping each sample for 500,000 markers, one at a time, technology
now allows us to genotype each sample for hundreds of thousands of markers at
once, saving DNA, reagents, and time. Many life science technology companies now
offer chips with genome wide coverage, where the markers are evenly spaced over
the whole genome, chosen to tag common polymorphisms. There are also custom
solutions that can answer more specific research questions; the so called
Immunochip is one of these custom chips.

The Immunochip is a collaborative effort between consortia, like the IMSGC, working
on different autoimmune diseases (rheumatoid arthritis, psoriasis, celiac disease to
name a few). The goal was to fine map disease associated genes, i.e. find the
primary disease association in each region by typing many markers in each
gene/region. All genes/regions that had reached genome-wide significance in at
least one autoimmune disease were included. Each consortium had the opportunity
to select a list of genes to be included on the chip, which was then produced by
Ilumina [115]. Around 200,000 markers in around 250 different risk genes are
included on the chip. Each consortium has been responsible for the analysis for their
own samples, and the results on RA [111] and celiac disease [116] have already been
published, and, hopefully, the report on MS is forthcoming.

Genotypes and imputed HLA-genotypes from the IMSGC/WTCCC2 GWAS from 2011
[15] were used in paper IV, as well as imputed HLA-genotypes from the Immunochip.
The IMSGC/WTCCC2 GWAS was performed using Illumina HumanQuad 660
genotyping chips. Samples were finger printed with Sequenom markers, and
concentration measured with Picogreen (in duplicates). Samples were also analysed
for call rate, heterozygosity and relatedness. Principal component analysis was
performed to analyse population stratification. Samples that did not meet any of the
requirements were excluded. SNPs were automatically called and the clusters
checked [15].

4.3 GENOTYPE IMPUTATION

Imputation is a method with which you infer genotypes of one marker, based on the
genotypes of other polymorphisms in high LD with that marker. By imputing
genotypes, you don’t even need to genotype them in your material; but what you do
need is a reference panel of individuals genotyped for all markers (even those that
your own material is missing). Many groups now use data from the HapMap project
[117] or 1000 genomes [118] as reference panels. These data are available for
everyone to use.
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HLA-imputation is slightly different to normal SNP imputation, in that you do not
predict genotypes of a certain SNP, but rather the haplotype of SNPs determining on
which specific HLA-allele it is situated. The reference panel will also have to be
classically genotyped for the HLA-alleles you want to impute, in addition to SNP
genotyped. Several programs have been designed to be able to do this, and for the
HLA-imputation used in this thesis, HLA*IMP [119] has been used on
IMSGC/WTCCC2 genotypes, and HLA*IMP:02 [120] was used to impute genotypes
from the Immunochip.

4.4 ENZYME-LINKED IMMUNOSORBENT ASSAY (ELISA)

Enzyme-linked immunosorbent assay (ELISA) was used to measure the IgG antibody
response. For anti-EBNA1 IgG a commercial ELISA-kit was used on serum (Biotest,
Dreieich, Germany), and the assays performed according to the protocol [36].

ThioredoxinA-EBNA-1 fusion proteins of the EBNA1 fragments were generated and
then expressed in E. coli bacterial culture. The six fusion-proteins covered the
following amino acids in EBNA1 protein sequence, 1-90, 61-90, 385-420, 410-440
and 421-449. The fusion-proteins were purified and then coated onto 96-well plates.
An in-house ELISA was used to assess the antibody response to each of the six
fusion-proteins [33].

Anti-CMV IgG was measured with an in-house ELISA. The CMV antigen was prepared
from embryonic fibroblasts infected with strain AD169 [121]. Human serum samples
were analysed in duplicates, at a dilution of 1/200, using ELISA [122]. Alkaline
phosphatase-conjugated, purified F(ab)2 fragment goat-antihuman IgG was used as
conjugate (Jackson ImmunoResearch, West Grove, PA). The plates were read at
405nm and 650nm in a multiscan FC reader (Thermo Scientific, Vantaa, Finland).
Cut-off was calculated by adding 0.2 OD units to the mean absorbance value of 160
runs of negative control samples. Serum samples with OD values at cut-off were run
in 2-fold dilutions (1/100-1/12800) and then judged as positive or negative.

For anti-JCV IgG a two-step method was applied. The method consisted of an ELISA
followed by a second confirmation step in which the samples were tested for cross-
reactivity with the similar BK virus, and/or low-affinity binding, to distinguish true
and false positives [123].
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4.5 STATISTICAL ANALYSES

4.5.1 Association and correlation tests

SPSS 19 (IBM, Armonk, NY, USA) was used for logistic regression analysis to assess
association of environmental and genetic factors with MS (papers I-1V), and for
linear regression analysis for papers Ill and V. SPSS 19 was also used for Mann-
Whitney tests (paper Ill), x2-tests (paper Ill), and to test for correlations between
transformed anti-EBNA1 I1gG and anti-CMV IgG (paper Ill).

4.5.2 Interaction analysis

R 2.4.0 and 2.15 was used to study interactions on the additive scale using a slightly
modified version of a previously published R-script [124]. The modification of the
script allowed the calculation of p-value of AP as well as permutation in the
calculation of this p-value. SPSS 19 was used to calculate interaction on the
multiplicative scale (papers I-ll).

4.5.3 Conditional logistic regression
R was also used for conditional analysis using the clogit command (paper Il and lil),
in R 2.15.0.

4.5.4 Principal component analysis

Before the PCA, SNP-pruning to remove dependent markers in LD with each other,
with r*>0.2 as cut-off, was performed in plink 1.07 [96]. Eigensoft software package
[107] was used to perform principal component analysis of GWAS data in paper IV,
and to calculate genomic control (A). Cut-off in the Tracy-Widom statistics for
principal components were set at p<0.05, PCs with lower p-values were included in
subsequent analyses.

4.5.5 Genetic case-control analysis

Genetic case-control association and linear regression in paper IV was performed
using plink 1.07 [96]. Hardy-Weinberg equilibrium p<0.001; and individual
missingness less than 10% were used as cut-offs in the case-control association
analysis.

4.5.6 Meta-analyses
Meta-analysis in paper Il was performed in R 2.15.0 using the rmeta-package,
assuming a fixed model and testing for heterogeneity (p<0.05).

The meta-analysis in paper IV was performed using plink 1.07, which gives estimates

and p-values for both the fixed and the random model, as well as the p-value for
Cochran’s Q-test and the I>-value (both are measures of heterogeneity).
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4.5.7 Manhattan plots, marker annotation, etc

In paper Ill and IV, the rntransform algorithm from the GenABEL package [125] in R
2.15.0 was used to transform anti-viral antibody levels to achieve normal
distribution.

R 2.15.0 was used to generate manhattan plots for paper IV [126].

Gene annotation of markers in paper IV was performed with Vario watch [127].
Pathway analysis was performed using the tools at webgestalt.com (Vanderbilt
university) [128].

Haploview [129] was used to assess LD between nearby markers in paper IV, and
r’<0.2 was used as a cut-off for independence between markers.

GeneCards [130] was used to research gene expression of certain genes.
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5
AIMS OF THIS THESIS

The overall aims of this thesis was to study EBV and CMV as MS risk factors in a
Swedish case-control material, and to study host genetic factors influencing JC virus
serostatus and response.

The more specific aims for each paper were:

Paper I:
- Study the association of antibodies directed towards EBNA1 IgG and different
epitopes of EBNA1 IgG to MS.
- Study interactions between EBNA1; 385-420 IgG and HLA-DRB1*15 and
A*02, the strongest genetic risk factors associated with MS

Paper ll:
- Study the interaction between smoking and EBNA1 IgG on the additive and
multiplicative scale. A previous report described such an interaction on the
multiplicative scale.

Paper lll:

- Study the association between CMV serostatus and MS in a Swedish case-
control material.

- Study possible interactions between CMV serostatus and HLA-DRB1*15 and
A*02.

- Confirm our findings by performing meta-analyses on the association of CMV
with MS risk, using data from previously published retrospective and
prospective studies.

Paper IV:

- Perform a genome wide association study on the host genetic influence on
anti-JCV antibody status and JCV normalised optical density (nOD)-values in
Scandinavian MS cases and Swedish controls

- Perform a meta-analysis on the results from the GWAS with data from a
German set of MS cases

- Study associations of classical HLA-alleles on anti-JCV antibody status and
nOD values in Scandinavian and German MS cases and Swedish controls
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6
RESULTS AND DISCUSSION

6.1 COMMON VIRUSES IN MS (PAPERS I - 1iI)

Papers I-lll concerns the associations of the two common viruses EBV (paper | and Il)
and CMV (paper Il1).

6.1.1 Results from paper |

It has previously been reported by Sundstrém et al in a dataset of approximately 100
MS cases and 200 controls that there was reactivity against different domains of the
EBNA1 protein [33]. We collaborated with Sundstrom et al, and plasma samples
from the EIMS cohort were sent for analysis of the IgG antibody response towards
EBNA1 and the fragments of EBNAL in their laboratory. As these individuals were
also asked to answer the EIMS-questionnaire, we had information (self-reported) on
past history of infectious mononucleosis (IM). For 678 MS cases and 1490 controls,
we had all demographic data we needed (age, gender, area of residence
(urban/countryside). For 570 MS cases and 673 controls we had anti-EBNA1
antibody levels, and HLA-DRB1 and HLA-A genotypes.

Of the MS cases, 17 % reported past history of IM, and only 11 % of the controls,
OR=1.89 (1.45-2.48), p=3 x 10°°. Next we analysed the possible interaction between
IM and HLA-DRB1*15 and absence of A*02. There was a weak interaction between
IM and HLA-DRB1*15, AP due to interaction=0.34 (0.01-0.68 95% Cl), p=0.05, seen in
512 MS cases and 672 controls, while adjusting for smoking status (current/never),
age, sex, area of residence.

Since the majority of individuals in Sweden have had an EBV-infection, seropositivity
(absorbance unit of 10 and up) was not used, instead we used the median among
controls as the cut-off for high versus low antibody response. The median for all IgG
types were lower among controls than MS cases (paper |, table 1).

High levels of EBNA1 IgG, and all the EBNA1 fragment IgGs were associated with MS
risk, with EBNA1 385-420 IgG being the most strongly associated antibody type,
OR=3.79 (2.93-4.87 95% Cl), p=9 x 10™*?, independent of EBNA1 IgG level. Since
EBNA1 385-420 IgG was more strongly associated with MS than EBNA1 IgG, we
decided to continue our analyses with this variable.
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We observed and interaction between anti-EBNA1 IgG levels and HLA-DRB1*15 on
the additive scale, AP due to interaction=0.60 (0.45-0.76 95% Cl), p=5 x 10° after
permutation. This interaction was observed when we stratified on A*02 carriership.
There was also an interaction between EBNA1 IgG and absence of A*02, in all cases
and controls and in DRB1*15-positive cases and controls that survived 10,000
permutations, AP=0.39 (0.18-0.61 95% Cl), p=9 x 10", and AP=0.49 (0.21-0.76 95%
Cl), p=2 x10°3, respectively.

A risk group analysis combining HLA-DRB1*15, A*02 and EBNA1 385-420 IgG
indicated that individuals carrying DRB1*15, EBNA1 385-420 IgG high, and lacking
A*02, had around 16 times higher risk for MS compared to individuals without these
risk factors, OR=16.03 (9.42-27.30 95% Cl), p=2 x 10*.

6.1.2 Results from paper I

A previous report had indicated that there was an interaction on the multiplicative
scale between EBNA1 IgG and smoking, modulating the risk for MS [131]. We
wanted to analyse this in our EIMS material, as well as analyse interactions on the
additive scale.

We found no interaction, on either scale, between smoking and EBNA1 IgG in the
EIMS material. We did see interactions on the additive scale between EBNA1 I1gG and
DRB1*15, AP=0.34 (0.11-0.57 95% Cl), p=5 x10'3, and between EBNA1 IgG and
absence of A*02, AP=0.36 (0.13-0.59 95% Cl), p=2 x 107>. We did not see any
interactions on the multiplicative scale in the entire dataset. We did, however, see
an interaction between smoking and absence of A*02 in a conditional analysis.

A risk group analysis indicated that subjects with all four risk factors, HLA-DRB1*15,
absence of A*02, high EBNAL1 IgG, and smoking, had approximately 26 times higher
risk, OR=26.32 (10.20-67.94 95% Cl), p=2 x 10'“, compared to individuals with none
of these risk factors. However, the number of individuals in the high-risk group was
very small, only 69 cases and 18 controls, apparent from the large confidence
interval.

6.1.3 Results from paper Il

CMV seropositivity has been linked to MS previously [50], and has, as mentioned
above, a protective effect on clinical and MRI outcomes [47]. We wanted to
investigate the association between CMV and MS in our EIMS material.

CMV seropositivity was associated with a decreased MS risk, OR=0.73 (0.58-0.92
95% Cl), p=0.008, adjusted for index age, gender, smoking, sun exposure, EBNA1 IgG
levels, HLA-A*02 and DRB1*15. Since the study by Waubant et al included paediatric
MS cases, we also did the same analysis in all individuals with index age >18, with
the negative association still apparent.

34



To validate our findings of a negative association, we also performed a meta-analysis
on previously published data, which confirmed our results, OR=0.79 (0.67-0.93 95%
Cl). We also performed a meta-analysis on prospective studies, to investigate a
causal relationship. This meta-analysis only included three very small studies [35,
132, 133], and showed no significant association between CMV and MS.

6.1.4 Discussion on papers | - Il

Our results of increased antibody levels against EBNA1 IgG among MS patients
compared to controls are consistent with previous findings, both from previous
Swedish reports [36], and two American studies in which they had the opportunity
to study serum samples taken both pre and post-diagnosis, and the elevated titers
were apparent in both types of samples [35, 133]. Interaction between HLA-
DRB1*15 and EBNA1 385-420 IgG had been seen previously, by stratifying on HLA-
DRB1*15 [33]. However, they did not study interaction by testing any deviations
from neither additivity, nor multiplicativity. In paper Il we also observed an
interaction between EBNA1 IgG and HLA-DRB1*15 positivity, weaker than the
interaction between EBNA1: 385-420 IgG and DRB1*15, which we would expect,
since we already established EBNA1: 385-420 IgG as the stronger risk factor of the
two.

The increased risk for MS in those patients with past history of IM is also in line with
previous data (reviewed in [134]). IM was not as strongly associated with MS as high
EBNA1 IgG or EBNA1 385-420 IgG levels. This could be due to the fact that CMV
mononucleosis has similar symptoms. As an interesting side-note, our data has also
been used in a sort of meta-analysis, where they confirm the interaction on the
additive scale, between IM and HLA-DRB1*15 positivity [135].

The lack of replication in paper Il could, as discussed in the manuscript, be due to
the differences in the study populations. Our EIMS-participants are younger than
those of the Simon et al study, which could influence the risk for recall bias, and also
implies longer disease duration, which could lead to higher disability.

The presence of elevated titer levels against EBNA1 in MS patients before disease
onset could indicate that EBV has a role in MS before disease onset; there could also
be aberrations in the immune system well before first of symptoms, partly
expressed as increased response towards the latent EBV-infection.

Previous studies on the possible association between CMV and MS have been small,
and our study is the largest to date. The negative association was quite strong,
OR=0.73, p=0.008. The fact that the meta-analysis without our material also
indicates a negative association, OR=0.79, further supports our results. The meta-
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analysis on the prospective data, unsurprisingly, gave no clear results which could be
due to lack of power.

The data from Zivadinov et al indicated a favorable role of CMV positivity in regards
to clinical and MRI outcomes [47]. A positive effect of murine CMV has been seen in
an animal model called Theiler’s murine encephalitis, in which murine CMV was
used as a co-infection together with the disease-inducing murine RNA-virus. These
animals showed increased motor performance and decreased brain atrophy [52]. On
the other hand, the results from Horakova suggests that the role of CMV is not
entirely positive, as they observed an increased relapse rate and decreased time to
first relapse after the initial CIS-event [51]. Based on these results, the role of CMV
in MS is not straightforward, and further investigations are needed to establish a) a
true causal relationship, if such exists, b) define the role CMV has in MS progression
and development, which can differ based on genetic background (both of the host
and the virus), exposure to other environmental factors, e.g. smoking, vitamin D,
and sun exposure, and other co-infections, such as EBV and varicella zoster. Thus,
we do not know why a CMV infection would protect against MS. A potential
mechanism would be that CMV induces a very intense immune response. In infected
individuals, a very high proportion of circulating T-cells would be directed against
CMV, leaving little room for a potential autoimmune response against the CNS, as
seen in MS.

So far we have established that EBV is positively associated with MS and CMV
negatively associated with MS. One theory behind this could be so called immune-
dominance, where the response to one virus, most likely EBV, uses up the resources
of the immune system, so there are none left to combat the other virus, CMV.
Individuals co-infected with CMV and EBV would then have high levels of anti-EBV
antibodies, but low levels of anti-CMV antibodies, possibly as low as being classified
as negative in a laboratory test. If thisimmunodominance is more pronounced in MS
patients, many would falsely be classified as anti-CMV antibody negative, and CMV
thus showing a negative association with MS. As mentioned in paper Ill, we do not
see any difference between CMV positive and negative MS cases in terms of EBNA1
IgG levels, and only a trend towards a difference among the CMV positive and
negative controls, p=0.06. If there is immunodominance, the correlation between
anti-CMV IgG and anti-EBNA1 IgG should be negative; high levels of anti-EBNA1 IgG
would entail low levels of anti-CMV IgG. In our test of normalised antiviral IgGs,
there was a positive correlation between anti-CMV IgG and anti-EBNA IgG in both
cases and controls, arguing against a competition of immune resources. There has
also been debate over the flexibility of the immune system, and that infection with
both EBV and CMV will increase the total number of CD8+ T-cells, with an expansion
of CMV-specific CD8+ T-cells but no effect on the number of EBV-specific CD8+ T-
cells, seen in transplant patients [136]. Others have seen no such alteration in T-cells

36



numbers after infection, and argue that this might be a specific characteristic of
transplant patients and not present in healthy individuals [137].

Molecular mimicry has been suggested as one mechanism through which both EBV
and CMV can influence MS development. There are protein sequence similarities
between EBNA1 and myelin basic protein [138], which could lead to cells attacking
the myelin around axons. As for CMV, a CMV-associated peptide has been shown to
cross-react with MOG in a marmoset experimental autoimmune encephalomyelitis
model [139].

Another protein with similarities to EBNAL is af-crystallin, which is similar to the
EBNA1 384-420 fragment [140]. In the brain aB-crystallin is a strong inhibitor of
inflammation, leading to decreased activation of NFkB in T-cells, macrophages, DCs
and glial cells, and MS patients have a strong T-cell response to af-crystallin [141].
One hypothesis could be that in EBV-positive individuals, the T-cell response to af-
crystallin is increased further, leading to increased inflammation in the brain, and
tissue damage. Another hypothesis regarding af-crystallin is the “mistaken self”
hypothesis. af-crystallin is absent from healthy lymphoid tissues, where the T-cells
undergo selection. The immune tolerance towards af-crystallin is not developed,
and cells that are reactive towards afB-crystallin are free to enter the system. Any
infection that causes upregulation of aB-crystallin in oligodendrocytes, will lead to
inflammation of the CNS. EBV is a candidate, because it can upregulate the
expression of ap-crystallin in B-cells, which in turn can present the protein to CD4+
T-cells and activate them (reviewed in [142]). MS patients also have a decreased
CD8+ T-cell reactivity towards EBV-infected B-cells, and decreased T-cell control of
Ig-secreting B-cells [32].

As my three studies are retrospective studies, and lack samples before disease onset
we can’t really answer any questions regarding causality, only report findings of
associations between MS and EBV and CMV. This is an inherent limit of all
retrospective studies. The only way to get past that would be to either perform a
vast, expensive cohort study, or to try and locate samples taken before disease
onset. This has been done as a part of the Nurses’ Health study in the US [35] and at
Kaiser Permanente Hospital in California [133]. Researchers at Umea university also
have a biobank of prospectively collected samples from MS cases and controls [36].
The lack of significant findings in the prospective CMV meta-analysis in paper Il
could be due to lack of power, with only three small studies, it is a possibility. It is
however also possible that there really is no difference in CMV seropositivity prior to
onset of the MS disease. The changes in the immune system leading to MS usually
start years before the disease symptoms manifest themselves. An aberrant immune
system can lead to decreased ability to respond to a CMV infection, leading to lower
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levels of anti-CMV antibody response, and lower frequency of anti-CMV antibody
positivity among MS-patients.

Self-reported environmental factors, such as infectious mononucleosis, BMI, and
smoking, to name a few, are all subject to recall bias. It is known that the MS-
patients spend a longer time to fill in the questionnaire. The reasons could be that
they are more interested in getting correct answers, calling parents etc do discuss
previous infections and vaccinations, or that they, although incident cases, have
slight cognitive impairments and need more time. The tendency to over-or under-
report certain “bad” habits, such as drinking, smoking etc, can also differ between
individuals, and between MS cases and controls, in which case they can influence
the estimates. For each case, two controls are chosen at random from the
population registry (matched as described) but in some instances no control, or only
one of the controls, participate in the study. The EIMS study recruits around 300-350
MS patients per year, out of the approximately 600 new cases diagnosed in Sweden
each year. If these cases and controls that actually answer differ somewhat from
non-respondents, it could introduce some kind of selection bias. These factors are
important as they all influence the estimates, and should be taken into
consideration when assessing the results.
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6.2 HOST GENETICS (PAPER IV)

In paper IV we analysed the possible influence of host genetics on anti-JCV antibody
positivity and anti-JCV normalised OD-values, using meta-analysis of the results from
three different populations; a set of Scandinavian (Sweden and Denmark) MS cases,
a set of German MS cases, and a set of Swedish controls.

6.2.1 Results from paper IV

The demographic data on the three datasets is presented in table 1, paper IV. They
have similar age at sampling and percentage of women. Differences in JCV nOD
median between the Scandinavian and German cases could be due to different viral
strains and type of material (plasma, serum) tested, as well as other differences in
the two groups (disease duration, previous treatments etc). The controls have higher
percentage of anti-JCV antibody positive individuals than any of the case groups.
Indeed, a x2-test indicated a weak, but significant, negative association, p=0.02.

Non-HLA adjusted meta-analysis

In the first meta-analysis we did not adjust for the HLA-region, and it soon became
apparent that the strongest signal in both analyses, the anti-JCV antibody status and
the anti-JCV nOD levels, came from the MHC/HLA region on chromosome 6 (figure
1A and B, paper IV). Zooming in on the HLA-region indicated that the strongest
signal came from markers in or near the class Il genes DRB1, DQA1 and DQBI1 (figure
2A and B, paper IV). In both tests, markers in the HLA-region reached genome-wide
significance (p-value less than 5 x 10°®), with p=4 x 10" for anti-JCV antibody status,
and p=4 x 10™* for anti-JCV nOD-levels, respectively (fig 2, paper IV).

Using a cut-off of p< 1 x 10, 24 non-HLA loci were associated with anti-JCV antibody
positivity (table 2, fig 2A, paper IV) and 43 were associated with anti-JCV nOD values
(table 3, fig 2B, paper IV).

Since this strong signal from chromosome 6 warranted further analyses, and we had

access to classically typed or imputed HLA-genotypes from three different sources in

a much larger material (table 1, paper 1V), a logical step was to analyse association of
these to the two outcomes, anti-JCV antibody status and anti-JCV nOD values.

HLA-associated with anti-JCV antibody status

Our data indicates that the strongest associated HLA-haplotype was the DRB1*15-
DQA1*01:02-DQB1*06:02-haplotype; for HLA-DRB1*15, OR=0.42 in Scandinavian
MS cases, OR=0.54 in German MS cases and OR=0.54 among the Swedish controls.
This strong negative association is interesting, as it is the strongest MS risk
susceptibility haplotype. The two other alleles on this haplotype, DQB1*06:02 and
DQA1*01:02, also showed strong protective associations. The DRB1*15-
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DQB1*06:02-DQA1*01:02 haplotype showed the strongest association to
transformed anti-JCV nOD levels in the linear regression analysis,

p=0.001 for all alleles, beta -0.109 for DRB1*15, and -0.117 for DQA1*0102. The
protective effect seemed stronger in controls (table 5, paper IV).

A haplotype which showed positive association with anti-JCV antibody positivity was
the DRB1*13-DQB1*06:03-DQA1*01:03-haplotype; with an OR=1.62 in
Scandinavian MS cases, OR=1.58 in German MS cases, and OR=1.55 in Swedish
controls, for DRB1*13 (table 4, paper IV).

HLA-adjusted meta-analysis

The HLA-alleles that showed independent association in multivariate analyses were
included as covariates in a second, HLA-adjusted, meta-analysis performed. There
was no remaining association (p<0.0001) in the HLA-region in the HLA-adjusted
analysis. Thirty-eight non-HLA loci were associated (p<0.0001) with anti-JCV
antibody status (table 6, figure 3A, paper 1V), and 40 loci associated with
transformed anti-JCV nOD levels (table 7, figure 3B, paper IV).

6.2.2 Discussion on paper IV

To my knowledge, this is the first time a host genetic influence on JCV infection has
been proven. The strong signals from the class Il genes in the HLA-region are
interesting, and this region has also been shown to influence the anti-EBNA1
response [143], indicating that this region is important in the response to certain
viral infections. As around 40-60% of all individuals are carriers of the virus, it is
possible that many will encounter this virus repeatedly, but never develop antibody
responses. For individuals with a certain genetic background, the combination of
viral antigen and HLA class Il molecule, can lead to a more efficient clearing of the
virus and any traces of an infection will not be measureable. Conversely, a different
genetic background will lead to latency being established, and presence of high
levels of anti-viral antibodies in blood.

The top (lowest p-value and low I’-score) non-HLA loci presented in tables 2, 3, 6
and 7 in paper IV were used in an extensive literature search, to try and identify
some of the pieces of the puzzle. The most interesting genes are outlined in the
discussion in paper IV, but | will comment on two interesting candidates here.

SAP18 was one of the top hits in the analysis of anti-JCV antibody status. SAP18 is
part of a protein-complex called histone Deacetylase (HDAC). This complex is
involved in cellular transcription and can be incorporated into HIV-virions. SAP18 can
interact with a protein called INI1 (another part of the HDAC complex). INI1 seems
to be necessary for successful HIV-1 replication [144]. If this is true for JCV remains
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to be seen, but unsuccessful replication of JCV could lead to abrogation of the
primary infection, and the individual could remain anti-JCV antibody negative.

Of the loci associated with anti-JCV nOD values, Rho GTPase activating protein 44,
encoded by ARHGAP44, also known as RICH2, was one of the most interesting loci. It
has been associated with HIV progression to AIDS [145] and prevention of HIV virion
budding and release from cells. A faulty budding of virions will lead to inhibited
spread of the infection. A GeneCards [130] analysis of ARHGAP44 shows that it is
expressed in many cell types known to be susceptible to JCV infection.

The negative association between anti-JCV antibody positivity and MS needs to be
studied further, to adjust for other genetic and environmental MS risk factors. The
protective effect of HLA-DRB1*15 on anti-JCV antibody positivity, which is a very
common variant among MS cases, supports our results that the MS cases are, to a
lesser extent, anti-JCV antibody positive than controls. Either they are more resistant
to the infection, or they are able to efficiently clear the infection, leaving no traces
of an infection (such as antibodies in serum or plasma). It has also been shown that
natalizumab treatment leads to a slight decrease in anti-JCV antibody levels (Warnke
et al, accepted in Journal of Neurology, Neurosurgery, and Psychiatry).

The analysis with classically named HLA-alleles included HLA-genotypes from three
different methods: a) Sequence-specific primer PCR, a classic way of genotyping
HLA, b) imputed HLA using HLA*IMP and MS GWAS genotypes, and c¢) imputed HLA
using Immunochip genotypes. All of these methods have their own margins of error
and uncertainties, but where there was more than one type of HLA-genotype
available for an individual, and they mismatched, | consistently chose the classic SSP-
PCR-based genotypes. The HLA-imputation used data from HapMap, 1958 British
Birth Cohort, and CEPH-CEU+ (IMSGC/WTCCC2 GWAS) or HapMap, CEPH-CEU+, and
1000 genomes (Immunochip) as the reference panels. These are not entirely
representative of the Scandinavian population in terms of haplotype structure, and
some alleles present in Scandinavian populations are extremely rare in the reference
panels. The consequence would be that some of our individuals will end up with the
wrong genotype, especially on the four-digit level (i.e. DRB1*15:01-level and not
two-digit, DRB1*15). This could be avoided by using a reference panel based on the
Scandinavian populations, but no such dataset was available at the time of the
imputation. However, this is an important point, and a Swedish or Scandinavian
dataset with really dense mapping of the HLA-region could be beneficial, not only to
MS-research, but to all areas were HLA and HLA-imputation are analysed and
performed.

The possible heterogeneity between the three datasets could have influenced the
results from the meta-analysis. The type of viral strain has not been analysed in this
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study, but could be one possible variable affecting the host response. One other
draw-back from this study is that one of the conditions that each marker had to
meet was that it was associated in all three datasets when we did the meta-analysis.
It is entirely possible, that we have missed markers that are only important in MS
cases, or conversely, only important in controls. Although it would have been
interesting to see these as well, since we would have smaller groups and lack power,
they could have been false positive findings. The lack of power is a problem in our
study, especially in the analysis of non-HLA markers, as we have very few cases and
controls for a proper genome-wide association study.
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7
CONCLUDING REMARKS

As mentioned earlier, MS is a complex disease with many genetic and environmental
factors playing important roles in susceptibility. In figure 3 | have made an attempt
to visualise the role of mainly EBV in MS pathogenesis, as | feel that there is a strong
body of evidence supporting a mechanistic role of EBV in MS. The same level of
evidence is not, at present, available for CMV.

In persons with MS, a decreased killing of EBV-infected B-cells may lead to a more
uncontrolled infection and the generation of many EBV-positive memory B-cells
remaining in the system. CD4+ and CD8+ T-cells that are reacting against EBV-
epitopes may start to act on cells expressing similar molecules (MBP, op-crystallin).
Perhaps a genetic predisposition in the form of HLA-DRB1*15 also helps in this
process, with HLA-DRB1*15 being better at presenting certain EBV and host
peptides showing molecular mimicry than other HLA-alleles. Hence tolerance will be
broken easier in the presence of HLA-DRB1*15. Vitamin D deficiency could also
cause the immune system to have a lower threshold for stimulation, and act more
aggressively. Vitamin D receptors are found in many cells of the immune system and
many genes in the immune system have VDRE and presumably therefore their
expression is affected by vitamin D levels. Smoking can induce post-translational
modifications on proteins, as seen in RA [146], rendering them more
immunoreactive.

EBV-infected B-cells have been found in the brain of MS-patients. It is a possibility
that a reservoir of EBV-infected B-cells can be a cause of repeated influx of other
immune cells, such as macrophages and T-cells, trying to remove the EBV-infected B-
cells, but at the same time causing damage to surrounding tissues and nerves.
Putting CMV in the context of MS pathogenesis is slightly less straightforward. Our
results indicate that the negative association between CMV and MS was
independent of EBNA1 levels. CMV and EBNA1 antibody levels correlated positively.
In individuals with both infections, there may be some type of communication
between CMV-specific T-cells and EBV-specific T-cells, making the latter less likely to
also react to similar self-antigens. In those who are only CMV-positive, the immune
system may acquire a more self-tolerant phenotype.
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8
FUTURE PERSPECTIVES

There can be very little doubt that viruses, in particular EBV, are associated with MS.
However, if viruses are a cause for MS, or a product of an altered immune response
caused by the disease itself, remains to be seen. Unfortunately, the EIMS study was
not designed to be able to answer those questions.

Assuming the Rothman pie model is applicable for MS, this thesis only deals with
four slices of pie, CMV, EBV, and HLA-DRB1*15 and A*02. It is likely that there will
be pies in which all four are present, and also pies where none of these are included.

Many potential environmental risk factors have been studied in regards to their
association to MS, and more are likely to be found, as more environmental
epidemiological studies are being performed. With the plethora of MS-associated
genes, there is great potential for performing gene-environment interactions, and
gene-gene interactions. It may also become easier to identify both environmental
and genetic risk factors for MS when both are considered at the same time, as not
doing so may mask the association of some true risk factors.

In order to shed light on the question if the antibody response to any virus is more
common in those who would later develop disease, a large prospective cohort study
can be performed, locating and using samples collected before disease onset. But
even then, if an environmental factor is affecting MS pathogenesis during a very
short period of time, samples collected at the “wrong” time could yield no
associations.

To investigate whether MS patients have different immune responses to viral
epitopes than controls, cells from patients can be collected and stimulated in vitro. It
would also be interesting to look at the viral strains and if there are any correlations
between type of strain and disease status.

As for the host genetic analysis in paper IV, replication is essential, especially of the
non-HLA loci with suggestive associations (p<0.0001) in our meta-analyses.
However, financial limitations apply, as it is very costly to both genotype and run
anti-JCV antibody analyses on large number of individuals. However, suggestive non-
HLA hits from this study have been included on an upcoming MS-chip, and data from
that will be used to replicate our present findings.
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JCV response is usually measured in individuals who are on natalizumab treatment,
and samples for host genetic studies should use samples collected at baseline, as the
treatment can influence the antibody levels. Further analyses on the association
between MS and JCV need to be performed, adjusting for factors that are potential
confounders, such as anti-EBV and anti-CMV antibody status, smoking, and sun
exposure, to name a few.

As genes are established as associated with anti-JCV antibody status and anti-JCV
nOD levels, it would be interesting to study genotype-expression correlations in MS
cases and healthy controls, stratifying for JCV status, and also analyse differences
between HLA-DRB1*15 carriers and non-carriers.
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