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ABSTRACT

The cocktail party effect refers to mankind’s ability to focus attention on a single sound
within noisy or complex auditory environments, in order to extract the most behaviourally-
relevant information present. To investigate this cognitive phenomenon in a precise manner,
we used frequency-tagging to separate and identify neural auditory steady-state responses
(ASSRs), which are specific to the driving frequency of their respective auditory sources,
from a mixture elicited by multiple simultaneous stimuli. Participants directed attention to
one out of a few musical streams as we examined how top-down selective attention to the
pitch and timing of frequency-tagged musical tones influences the corresponding ASSR. In
addition, bottom-up attention towards musical tones was also manipulated with salient
changes in pitch. Using magnetoencephalography, we showed that the attentional
enhancement of the ASSR can already be observed at general sensor level. Distributed source
analyses revealed multiple ASSR sources distributed across the frontal, parietal and temporal
cortices, with each of these areas modulated to different extents by selective attention.
Notably, we uncovered the existence of ASSR attentional modulation in the frontal, parietal
and insular lobes, which has not been previously reported in literature. Our results indicated
that the ASSR enhancements from top-down and bottom-up attention were strongest at the
frontal and temporal lobes respectively. The ASSR and its attentional modulation also
displayed sensitivity towards individual musicality, demonstrating positive correlations with
musical sophistication.

Surprisingly, we discovered stark differences in cortical representation as well as character
between the ASSR during and after the stimulation period. The ASSR during, but not after,
stimulation was affected by the stimulus properties, selective attention, and participants’ level
of musical sophistication. Moreover, the ASSR during stimulation was generated primarily
from temporal sources whereas the post-stimulus ASSR originated mainly from the frontal
cortex. We also assessed how the complexity of the stimulus cocktail affects the ASSR by
comparing ASSRs elicited from simultaneous musical streams with ASSRs generated by
streams that were completely separated in time. With two simultaneous streams, suppression
of the ASSR power was observed, which furthermore varied across the cortical space. This
caused a shift in the ASSR source distribution from temporal-dominance (separated streams)
to proportionally stronger activity in the frontal and centro-parietal cortices (simultaneous
streams). With the accumulation of evidence highlighting the differences between ASSR
sources in the frontal and temporal regions, our results collectively advocate that these
sources are characteristically unique, functionally distinct and largely independent from one
another.

Taken together, this thesis revealed new aspects of the ASSR and ways to effectively extract
the effect of selective attention and its interaction with individual auditory experiences such
as musical training. Importantly, this work advocates a novel ‘beyond the temporal cortex’
perspective on ASSR modulation and advances the study of human cognition towards more
complex and naturalistic soundscapes using frequency-tagging.
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1 INTRODUCTION

1.1 THE COCKTAIL PARTY EFFECT & SELECTIVE AUDITORY ATTENTION

“Everyone knows what attention is. It is taking possession of the mind, in clear and vivid form,
of one out of what seems several simultaneously possible objects or trains of thought.
Focalization, concentration of consciousness are of its essence. It implies a withdrawal from
some things in order to deal effectively with others.” "— William James (1890)

1.1.1 Brief History of the Cocktail Party Effect

In light of the brain’s limited capacity to fully process all incoming sensory information at the
same time, mankind’s ability to exclusively attend to a particular sound within a complex and
dynamic environment is highly essential as it allows us to extract and process the most
important information amidst a noisy cocktail of sounds. This perceptual effect of selective
attention was first coined the “Cocktail party effect (CPE)” by Cherry in 1953 from a study
inspired by our inherent capacity to follow and understand a single conversation while
concurrently filtering out irrelevant sounds in the background, such as the loud clinks of
glasses, bursts of laughter, and other simultaneous conversations, that are competing for our
attention®. On a related note, directional shifts of attention can be triggered voluntarily by top-
down factors, or involuntarily via bottom-up mechanisms?. For example, the brain employs
top-down mechanisms to focus on the teacher in a chaotic classroom, or a single instrument
during a band performance. However, when a phone rings, a baby cries or an alarm sounds,
attention is automatically directed to the salient sound in a bottom-up manner.

Following Cherry’s defining work, numerous related studies rapidly emerged and today, the
field of CPE has built up quite a substantial library of literature seeking to explain the
underlying cognitive mechanisms®“. However, like most research studying human cognition,
selective auditory attention has its ancestral roots stemming from psychophysical experiments.
Hence in earlier times, the vast majority of this research belongs to the realm of psychophysics
and it was not until later years that neuroimaging was introduced into the playing field. The
advent of cutting-edge neuroimaging technology invited a surge of CPE-related neuroimaging
literature, bringing along eye-opening insights into the neural correlates of the CPE. For the
first time in history, scientists have the means to uncover where, when and how selective
attention occurs in the brain.

1.1.2 Neuroimaging Approaches to the Cocktail Party Problem

Functional magnetic resonance imaging (fMRI)

With the emergence of functional magnetic resonance imaging (fMRI), scientists have
managed to localize, within centimetre range, the anatomical brain areas that are responsible for
selective auditory attention. fMRI is a non-invasive technique which measures the blood
oxygenation level-dependent (BOLD) contrast across conditions at different regions of the



brain. To put simply, a larger BOLD signal reflects relatively higher oxygen consumption
locally which strongly correlates with the underlying electric field potential, thereby indicating
more activity>®. However, it is important to take note that the BOLD measure is not a direct
measure of neural electrical activity but rather one that makes use of its strong correlation with
the local field potential, and reflects the total pre- and post-synaptic activities summed across
mass neuronal populations®6. While fMRI studies constitute a large fraction of neuroimaging
work in human cognitive research at present’8, the sluggishness of the BOLD signal limits its
temporal resolution to the order of seconds. Hence, in order to track neural mechanisms
underlying many cognitive processes (including attention), which often take place within the
millisecond range, scientists have to resort to other more direct measurement techniques such
magneto- and electro- encephalography (MEG and EEG respectively).

Magnetoencephalography (MEG) & Electroencephalography (EEG)

Between these two electrophysiological techniques, EEG dominates the scene with an early
head start (with the first EEG studies conducted in the 1920s and 1930s°), followed by MEG
gaining popularity in later years. Both EEG and MEG are direct measures of electricl® and
magnetic fields'? respectively on the brain surface, generated by the movement of ions due to
biochemical processes occurring in neurons. The architecture and parallel arrangement of
pyramidal cortical neurons is such that synchronous activity of these neurons produces a
measureable signal, which is proportional to the sum of the momentary post-synaptic potentials
generated?. In the study of brain function, the methods of MEG and EEG hold a unique
position of being the only non-invasive techniques capable of directly measuring neuronal
activity with a millisecond time resolution, and are thus optimally suited for elucidating the
spatiotemporal sequences of brain activity that underlie different brain functions. Since the
scalp, skull and cerebrospinal fluid have varying electrical conductivities but relatively constant
magnetic permeability, compared to MEG, EEG signals experience significantly more
distortion as the electric fields travel across these brain regions before reaching the surface
where they are recorded by sensors*?. From the two methods, MEG and EEG, MEG therefore
has a unique capacity in terms of a spatio-temporally fine-resolved measure of ongoing brain
activity. EEG and MEG are typically used non-invasively, although electrodes can also be
implanted intracranially, usually in the cases of epileptic patients, for higher signal-to-noise
ratio and more accurate source localization*31* (more details on MEG provided in Chapter 1.2).
Because of their respective advantages and disadvantages, especially in terms of the spatial-
temporal resolution trade-off, fMRI is well-suited for localizing precisely where an effect
occurs whereas MEG and EEG are more useful for understanding the dynamics of neural
activities overtime. It may be handful to note that combinations of multiple neuroimaging
techniques can sometimes be used together to study neural cognitive processes like the CPE®,

The bulk of magneto-electroencephalographic approaches to cognitive research, including
selective auditory attention, can be broadly classified into one of two very well-established



approaches, namely, studies using (i) event-related potentials (or their magnetic equivalent
event-related fields) or (ii) following responses?®.

Event-related potentials

Typically, one can record event-related potentials (ERPs) that are time-locked to a stimulus
event such as an onset or offset!’18, Due to the weak signals produced by the brain, ERPs can
only be obtained via signal averaging across multiple trials to dilute the background noise in
order to achieve a higher signal-to-noise ratio. This approach allows inferences to be made
about the location and more exclusively, the precise timing, of sensory and cognitive
processes’®. The ERP method is compatible with a large variety of stimulus, ranging from the
simplest tones® and speech stimuli?’?> to more sophisticated musical chords?®. Many
components of the ERP can be studied individually, or in relation to other components.
Prominent examples in auditory research demonstrated that the transient ERP components,
including the P20-50%4, N100%°, sustained potential®, as well as their magnetic equivalents?®,
are enhanced by selective attention.

A considerable amount of research on auditory selective attention, in particularly bottom-up
attention, has made use of a change-specific ERP component known as the mismatch negativity
(MMN) response, that is elicited by sound deviants from regularity, for example, a sudden
change in loudness, pitch, timbre, duration or spatial location of a repeating tone (see Naatanen
2007% for a comprehensive review). Moreover, the MMN can also be evoked by naturalistic
stimuli such as deviant speech tokens?® or footsteps within a noisy traffic environment?®. The
MMN is said reflect the automatic switching of attention to potentially important events
occurring in the background acoustic environment, hindering performance on the main task®.
Although the MMN is generated via bottom-up mechanisms, it can also be modulated by top-
down attention3'-32,

Even though ERPs can contribute valuable insights into the principles behinds the CPE,
discretizing auditory stimuli into individual events may not be the best way to reflect natural
processing of continuous speech in a real-world context. Importantly, it is difficult and
sometimes even impossible to separate simultaneous ERPs originating from different sources,
which is often the case for natural auditory stimuli. Instead, other researchers sought for
answers using continuous measurements of oscillatory neural responses that phase-lock to
incoming auditory stimuli, otherwise known as following responses.

Oscillatory following responses

Following responses generated in the brain are oscillatory in nature and can follow the
amplitude envelope or the frequency of a sound. Should the sound envelope or frequency vary
periodically in time, the corresponding following response becomes periodic as well to give an
auditory steady-state response (ASSR). A thorough description of the ASSR is provided in
Chapter 1.3.



1.1.3 Mechanisms Underlying Selective Attention & the Hierarchy of Auditory
Processing

In neuroscience literature, selective attention has been observed to modulate the neural
representation of a stimulus in several different ways. For instance, the effect of attention can
manifest as an enhancement of neural activity?*25 33, increased neural connectivity3+3 and
synchronization®, or more robust neural encoding®’-® of the attended stimulus relative to the
unattended stimulus. These effects have been observed in several areas including the auditory
cortex, auditory association regions, as well as frontal and parietal regions?+26 3338 To explain
some of these observations, many researchers proposed a gain and suppression mechanism by
which selective attention operates, wherein attention enhances the neural representation of the
attended stimulus while suppressing that of the unattended distractors?>26 3942 This
interpretation is supported by studies utilizing single-unit neurophysiology*® as well as broad-
scale neuroimaging methodologies?®2¢ 3% 4142 is able to accommodate a wide range of stimuli
(even within each neuroimaging and sensory modality), and appears to be applicable across
sensory modalities including vision, audition, and touch3? 4142, 44-49,

Attentional modulation of neural activity has been found in several regions across both
cortical® 5052 and sub-cortical®® structures of the brain. Typically, the effect of selective
attention manifests in the auditory cortex (AC)? %4, although its extent and precise location
depend on specific experimental and stimulus parameters. For instance, in dichotic selective
listening experiments, the Heschl’s gyrus and planum polare were activated more strongly on
the contralateral hemisphere with respect to the attended ear compared to the ipsilateral
hemisphere®® %%, Moreover, attention selection based on spatial (“where”) versus non-spatial
(“what”) features of auditory objects also modulate different parts of the brain®’. Ahveninen et
al.*> demonstrated that spatial attention towards speech tokens exerted an effect on the AC
anteriorly whereas attention towards phonetic features modulated posterior regions,
approximately 30 ms later. Beyond the AC, studies contrasting the regions involved in spatial
attention versus pitch-based attention found higher activity in the frontal eye fields, premotor,
as well as parietal areas that was associated with spatial attention, and higher activity in the
superior temporal gyrus during attention to pitch®-59,

More recently, neuroimaging evidence suggests that the attentional modulation of neural
activity seems to, at least partly, operate on the level of processing required to discriminate the
attended stimulus from other sounds during attentional selection, and consequently the effect of
attention manifests in regions where neurons are optimized to carry out such level of
processing®. This view is consistent with the hierarchal structure of auditory processing in the
primate cortex, in which increasingly complex information is processed by different anatomical
structures of the brain at progressive latencies from subcortical areas to the auditory core, and
subsequently towards the belt, parabelt, secondary auditory regions and beyond®%-68. Through
this pathway, earlier processes resolve simpler acoustic features, such as tonotopy, in lower-
level regions of the hierarchy (i.e. primary auditory regions), whereas for more complex or



abstract perceptual features (e.g. semantic and content-based) that require further processing to
discriminate between stimuli, the process occurs later in higher-level regions ascending the
auditory pathway.



1.2 MAGNETOENCEPHALOGRAPHY

Magnetoencephalography (MEG) is a technique that uses an array of ultra-sensitive magnetic
sensors to detect minute fluctuations in magnetic field strength arising from neural activity
inside the brain. With regards to research in auditory cognition, MEG (& EEG) holds the
unique advantage of being a mechanically silent (as opposed to fMRI scanner noise that can
interfere with the sound stimulus during recordings), comfortable and non-invasive technique
that provides a direct measure of neural activity with millisecond time resolution. Occupying
only a small fraction of all neuroimaging research today, the field of MEG is far from being
saturated, highlighting its immense potential for growth and innovative discoveries’?,

1.2.1 Basic MEG Theory & Instrumentation

MEG measures the extracranial magnetic induction generated by the sum of post-synaptic
potentials across 10 000 to 50 000 pyramidal cortical neurons that are synchronously activated
and arranged in a parallel fashion® 2, While MEG detects the primary intracellular currents in
the apical dendrites of these pyramidal neurons, EEG measures the extracellular volume
currents that compensate for the primary currents instead®. Since the neural magnetic flux is
extremely weak in magnitude, on the scale of 10 to 100 fT7° (that is about 10 to 100 million
times smaller than Earth’s magnetic field), ultra-sensitive sensors with superconducting
property called superconducting quantum interference devices (SQUIDs) are used to pick up
these signalst. Modern MEG systems contain more than 300 SQUIDs which are sampled at up
to 30kHz simultaneously and arranged in helmet-shaped arrays to cover the whole cortex®.
Furthermore, many systems use multiple types of SQUID sensors, namely magnetometers and
gradiometers, within the same array. Planar gradiometers are maximally sensitive to magnetic
fields directly under the sensors, and this sensitivity decreases steeply with distance.
Magnetometers, on the other hand, have a circular sensitivity distribution and are sensitive to
magnetic fields that originate from further distances’-’3. The SQUIDs are contained in a
thermally insulated tank, known as a dewar, and immersed in liquid helium at -269 °C — a
condition required to maintain superconductivity which helps to minimize thermal noise and
optimize data quality. The MEG system is housed in a magnetically-shielded room (i.e. a
Faraday cage) with multi-layered walls that weigh approximately 7 tonnes.

As MEG signals experience decreased sensitivity with depth, superficial cortical sources are
detected up to 100 times stronger than deeper subcortical sources with identical source
strengths’#">. Nonetheless, modern advances in experimental design and signal extraction
techniques have made it possible to study magnetic sources in deep brain regions such as the
subcortical®"° areas, brainstem® and cerebellum®. With regards to the direction of neuronal
current flow, MEG is more sensitive to tangential currents usually found in the gyri, than radial
currents that typically flow in the sulci® 8283,
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1.2.2 Analysis of MEG Signals

Conventionally, source level analysis of MEG data is used to estimate the neural origin of
measured extracranial neural activity in brain space. The analytical steps required to transform
raw MEG data into source level estimations can be broadly categorized into four processes,
namely, (i) preprocessing, (ii) trial segmentation and averaging of event-related fields or power
spectral density (PSD) estimations, (iii) forward modelling, and (iv) inverse modelling. In the
(i) preprocessing step, noisy data is usually discarded or corrected. Sources of noise can arise
from physiological causes, such as cardiac activity, muscle activity, eye-blinks and saccades, or
from artefacts, like line noise, vibrations from nearby construction work, or movement of metal
objects®384 (see Fig. 1A). Often, electrodes are used to simultaneously record ocular activity as
well as cardiac activity alongside the MEG recording, to serve as references for the noise
removal process later. Filters can also be applied in this step to exclude unwanted line noise
frequency and to include only the frequencies of interest. Other types of noise that are more
difficult to remove require more sophisticated statistical techniques known as source separation
methods®-8, Often, (ii) trial-averaging is carried out on the preprocessed data to increase the
signal-to-noise ratio (SNR) of the neurophysiological signal-of-interest relative to unwanted
noise and unrelated brain signals. The two most common types of neural activity studied using
MEG are Event-related fields (ERFs), which are responses that are time-locked to a stimulus
event, and oscillatory responses (e.g. alpha/beta activity) that are continuous and may be related
or unrelated to any stimulus (e.g. resting state data). ERFs are obtained by signal averaging the
time-domain data across multiple trials, whereas oscillatory responses are interpreted in the
frequency-domain after applying PSD estimations such as the Fourier transform. Using
information regarding the physical parameters of the head (e.g. geometry, magnetic
permeability) and MEG sensors, the (iii) forward model estimates the activity projected at the
extracranial sensor locations from possible sources of activity inside the brain. The (iv) inverse
model on the other hand, estimates the projection in the opposite direction from sensor to



source space. The biggest obstacle that MEG researchers face in estimating the inverse model
is that there is an infinite number of solutions that can possibly explain the data (i.e. the
solution is non-unique), and the solutions are noise sensitive®® 8. Anatomically and
physiologically meaningful constraints are thus imposed to narrow down the number of
possible solutions, while regularization helps to reduce the sensitivity to data noise. MEG
source estimation approaches typically fall into one of the three categories: parametric source
models® (e.g. dipole-fitting), distributed current estimates®-8 (e.g. minimum-norm estimates),
and scanning methods®-? (e.g beamformer). Detailed explanation of each of these approaches
is beyond the scope of this thesis but the reader is encouraged to refer to the cited references for
further information. Additionally, anatomical information from magnetic resonance imaging
(MRI) scans can be integrated into MEG analysis to provide a high-resolution brain template
for better visualization and spatial accuracy® 6% 8,

Over the years, MEG research has accumulated a growing library of contributions to the field
of systems and behavioural neuroscience as well as clinical applications. This includes
compelling discoveries in speech and language processing®®4, music perception®-%,
consciousness®-%, attention®®-1%°, memory?1-102 epilepsy’®®, psychological diseases!o4-105,
movement disorders'®-197 and more. As new advances in MEG recording and analytical
techniques continue to develop and emerge, such as optically-pumped magnetometers®8-110
(OPM) systems and high-Tc SQUIDS112 there is much excitement to look forward to in the
burgeoning field of MEG in the coming years.
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recorded from single MEG channels over a period of 10 s (image reproduced from Coffman 2020%°).



1.3 FREQUENCY TAGGING & THE AUDITORY STEADY-STATE RESPONSE

Over the past decades, while neuroimaging technologies have unearthed important discoveries
about the human brain, the neural mechanisms underlying many cognitive processes are still
not completely understood. In the study of selective attention (among other processes),
particularly when involving complex stimulation environments, this gap in knowledge is
partially attributed to the difficulties associated with isolating specific brain activity that stems
from one out of many simultaneous stimuli. Although challenging, the separation and
identification of mixed neural signals is necessary as it allows researchers to track and study
each individual stimulus-specific activity, such as activity generated by an individual
instrument within an orchestra or a single speaker in a noisy cocktail party setting. Offering a
simple, efficient and precise solution to this problem, frequency-tagging allows the generation
of neural activity that is uniquely labelled according to its driving stimulus, known as the
auditory steady-state response (ASSR), thereby allowing individual labelled neural responses
within mixtures to be extracted and identified back to their respective sources.

1.3.1 The ASSR & its Origins

The ASSR can be described as an oscillatory neural response that continuously phase-locks to
the intrinsic fundamental frequency (and higher harmonics in some cases) of the driving
stimulus over the time period of stimulus presentation'!3-14, It can be recorded using electro-
and magnetoencephalography'314 and exhibits a maximum cortical power response at
approximately 40 Hz in humans!'4115 The ASSR stabilizes at around 200 ms from when the
stimulus begins, and continues to oscillate at a constant phase throughout the duration of the
stimulus'®. The constituent discrete frequency components of the ASSR can be retrieved from
recorded MEG or EEG data in a straightforward manner using power spectral density (PSD)
estimation techniques such as Fourier analysis, and the resultant power spectrum would exhibit
a peak specifically at the stimulus driving frequency. This driving frequency can be
manipulated by adjusting the stimulus presentation rate!’, or the modulation frequency (fm) of
an amplitude- or frequency-modulated sound!®. The focus of this thesis — amplitude
modulation (AM) frequency-tagging, is a handy way to adjust the stimulus driving frequency,
and consequently the ASSR frequency, while retaining much of the stimulus properties such as
pitch, duration, and timbre (partially, depending on frequency-tagging parameters). AM
frequency-tagging is done by increasing and decreasing the amplitude of the sound envelope
(i.e. volume) at a precise rate defined by the modulation frequency (refer to Fig. 1B).
Frequency-modulated (FM) frequency-tagging on the other hand, systematically modulates the
carrier frequency of the stimulus according to fm (FM frequency-tagging will not be covered in
this thesis but interested readers may refer to Picton 2003'%° for more information). Frequency-
tagging offers a simple, efficient and precise method to disentangle the processing of multiple
sound streams presented simultaneously, since the neural ASSR activity corresponding to each
stream can be distinguished by its unique fm during analysis*'> 18 (see section 1.3.3 for further
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details on multiple ASSRs). Today, the ASSR has found itself useful in many applications
ranging from hearing assessments*®-12! to attention research®® 5% 99.122 and schizophrenial?3-124,

AM Frequency-Tagging

Carrier signal f.

Modulation signal f,,

Amplitude-modulated (AM)
signal

y (t) = Asin(2rf.) - (1 — mcos(2mf;,t))

Figure 1B. AM frequency-tagging of a signal. The amplitude envelope of the carrier signal is modulated
systematically according to the modulation frequency fn. The resultant AM signal can be described by the
equation displayed above. Image edited from Luo 2006%,

The origin of the ASSR is a topic that has sparked much debate between two main opposing
camps. The first argument states that the ASSR is a linear superposition of consecutive
transient ERPs, more specifically the mid-latency response or the transient gamma band
response, and reflects the same neural processes?® (Fig.1C). Proponents of this view use
deconvolution techniques to show that the enhanced amplitude near 40 Hz is due to a better-fit
overlap of the gamma band components!27-128,
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Figure.1C. Illustration of the superposition theory: (A) ERP to a single auditory stimulus; (B) ERPs to several
consecutive stimuli shown in separate rows, and their summation is shown on the bottom row which resembles

the ASSR!%,
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The conflicting camp however, contends that the ASSR is separate from the event-related
potentials, and is generated when intrinsic neuronal oscillations synchronize with the stimulus
temporal envelope, otherwise dubbed as the ‘Entrainment Hypothesis’*3°. One of the basis of
this hypothesis stems from the fact that prominent neuronal oscillations, including beta and
gamma bands 20 — 80 Hz, occur at frequencies that match that of the characteristic features in
natural communication sounds such as speech'®!. Hence, these intrinsic neuronal oscillations
are ideal for responding dynamically to fluctuations in the stimulus temporal envelope!®2.
Selective attention entrains neuronal oscillations in a top-down manner, such that they phase-
lock to the temporal envelope of the attended stream'®3. As a result, the neurons’ high
excitability phases will coincide with major events occurring in that stream, thereby encoding
the input information with maximal integrity and ensuring that the corresponding neural
response is generated at high amplitude!®. This happens at the expense of unattended streams
which arrive out-of-phase with the neuron firing, resulting in neuronal suppression®*, This
process of neuronal tracking is most clearly illustrated in studies showing that distinct neural
representations physically mirror the attended speech stream'4 37 133 |ntriguingly, the
temporal envelope'* 133 as well as spectrogram®’ of the attended stream can be reliably
reconstructed from the recorded neural signals (Fig. 1D)'*.  Moreover, the neural
representation of speech is dynamic and refines itself overtime, suggesting that its formation
is an accumulative process that relies on spectral and temporal regularities®4.

Neural Encoding of Each Speech Stream
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=== stimulus reconstructed from MEG
envelope of the attended speech

Figure 1D. Reconstruction of each attended speech stream from MEG recordings of neural activity (black),
superimposed onto the corresponding stimuli’s original temporal envelope (gray). When subjects were presented
with the same stimuli mixture containing two different speech streams, but instructed to attend to only one,
different envelopes matching the attended streams can be decoded from neural responses (adapted from Ding
2012133,
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1.3.2 Technical Considerations for Using Frequency-Tagging

The frequency-tagged ASSR can be elicited by presenting a subject with an auditory stimulus
whose envelope and/or frequency changes periodically in time. A wide range of auditory
stimuli has been used for this purpose, including clicks!?: 13, tone-bursts?8, binaural beats'®®,
and via modulation using AM and FM of continuous tones®¥”. The time needed to record a
significant ASSR differs according to stimulus type, or more specifically, the broadness of their
spectral bandwidths. A tone burst (first row in Fig. 1E) for example, has an acoustic spectrum
that spans over a wide range of frequencies, thereby activating a large area of the basilar
membrane. The summation of the resultant responses will thus be larger than that elicited from
a sound with a narrower spectral bandwidth (e.g. pure sinusoidal amplitude-modulated or SAM
tone), effectively decreasing the recording time needed!'> 1%, Figure 1E displays a comparison
diagram showing the different types of stimuli used in most ASSR-related paradigms alongside
their respective spectral compositions.

Time Frequency

rones  —ffe—l— Il
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0 25 ms 0 1000 2000 Hz

]2() dB

Figure 1E. Different types of stimuli used to elicit an ASSR. The waveform of each stimulus is displayed on a
time axis with its spectral decomposition in the frequency domain shown on the right. For a sinusoidal
amplitude-modulated (SAM) tone, three peaks centred at f; are present and the difference between each peak
equals to fr, (adapted from Picton 2003)*5.

Typically, sinusoidal AM (SAM) tones are defined by the equation:

y (t) = Asin(2nf,;) - (1 — mcos(2mfp,t))

where fc is the carrier frequency, fm is the modulation frequency, A is the amplitude and
the modulation depth, m, is calculated as follows:

Amax - Amin

m =
Amax + Amin

Anmax and Amin denote the maximum and minimum amplitudes of the resultant AM waveform?!'4
137
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The resultant SAM tone will contain three spectral peaks at fc — fm, fc and fc +fn in the frequency
domain (Fig. 1E). As seen in Fig. 1E, FM frequency-tagging produces a slightly different
spectral composition with more peaks centred around f¢ that have equal spacing of fn between
one another. Furthermore, AM and FM can be combined at the same (mixed modulation) or
different fn on one carrier stimulus (Independent amplitude and frequency modulation) to
achieve a larger total ASSR response!?> 139,

For ASSR recorded at the cortex, the amplitude varies with fy or stimulus rate with the highest
amplitude occurring at around 40 Hz (Fig. 1F)'?°. Additionally, the source waveforms that
constitute the ASSR become more sinusoidal in shape with increasing fm values (Fig. 1G(a)).
ASSR peaks can also occur at multiple values of the fm (Fig. 1G(b)).
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Figure 1F. Variability in ASSR amplitude, localized Figure 1G. ASSR data presented in time (left) and
in the auditory cortex, with respect to stimulus rate or frequency domain (right). (a) For each fy, the
modulation frequency across four independent studies corresponding stimulus sound envelope is shown
covering a range of stimuli used. A clear peak is above the ASSR data along the time domain. The
observed at around 40 Hz, followed by a steep decline ASSR waveform tends towards a sinusoidal shape as
thereafter. Another smaller peak is also identified at fm increases. (b) Fourier-transformed ASSR data
around 20 Hz (adapted from Ross 2013'%9), showing peaks at fn and subsequently at multiples of
(adapted from Ross 20021%4).
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When designing an ASSR experiment, it is hence important to adjust the variable parameters
in order to achieve a reasonable signal-to-noise ratio within a given time frame. Generally,
the ASSR amplitude increases with modulation depth and stimulus intensity, but decreases
with carrier frequency'41% (see Fig. 1H).
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Figure 1H. Average effects of (a) stimulus intensity, (c) modulation depth and (e) carrier frequency on ASSR
amplitude computed from eight subjects (adapted from Ross 2000%14).

1.3.3 Frequency-Tagging Multiple Stimuli

It is also possible to record ASSRs from multiple AM frequency-tagged stimuli presented
simultaneously (Multiple auditory steady-state responses or MASTER) with reasonably
sufficient amplitudes, although careful adjustments of the necessary parameters must be
considered to minimize between-stimuli interactions that can produce ASSR artefacts from
unwanted distortion products'®. Such distortion products arise due to the non-linear
responsiveness and unidirectional nature of cochlear hair cells that produce the resultant
ASSR. These cochlear properties can be modelled as equivalent to a compressive rectifier
and they form the basis of sound envelope recognition'®. As such, The ASSR at fy is itself a
distortion product that would not have been possible without this cochlear property. Beats are
another type of distortion product that occur when two sound waves of similar frequency are
presented simultaneously to a subject, giving rise to the perception of audible ‘beats’ at the
frequency difference (< 30 Hz) of the two waves!¢: 140-141 Distortion products can also occur
at the various frequency differences between all possible combinations of the frequencies (fc-
fm, T, fe+fm as well as their harmonics in more complex stimuli) present in the mixture (see
Fig. 11 for an illustrative example). These artefacts give rise to a messy spectrum but the
primary problem occurs when the ASSR at f coincides with the ASSR at the frequency of
distortion products, causing ambiguities in determining the actual amplitude of the ASSR due
to modulation3, In addition, previous experiments have showed that the amplitudes of 40 Hz
ASSRs were significantly reduced when multiple AM tones were presented to the subject
simultaneously®¥7-138 142 (Fig, 1J).

Despite its limitations, with strategic planning, the MASTER technique is nonetheless very
useful for studying auditory processing in complex auditory source mixtures and reducing
recording time, for example in objective hearing assessments!43,
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Figure 1l. Distortion products produced when two (top row) and eight (bottom row) stimuli with unique
modulation frequencies were presented simultaneously. The distortion products occur at fn and other
frequencies equal to the differences between the various frequencies present. The two left-most columns
display the carrier frequencies present in the mixture as well as their corresponding modulation frequencies.
The centre ‘Signal’ column gives the resultant frequency spectra of the stimulus mixture. The rightmost
column indicates the possible distortion products present at various frequencies: one of the beat frequencies is
indicated with an asterisk (*) and some of the modulation frequencies are marked with arrows (), while the
rest are artefacts. Note that the example is for fn =~ 80 Hz but the same principle applies for fn ~ 40 Hz
(adapted from John 1998%).
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Figure 1J. Multiple ASSRs elicited in a typical subject when one, two, four and eight stimuli with different
modulation frequencies were presented simultaneously. As observed, there is significant attenuation of the
ASSR with simultaneous stimuli and this attenuation increases with the number of stimuli (adapted from John
19981%),
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1.3.4 ASSR in Attentional research

A key application that highlights the usefulness of the ASSR for studying human cognitive
functions is in the field of selective auditory attention. The ASSR at approximately 20 - 40 Hz
is sensitive to attentional enhancement and has therefore been used in attention-related ASSR
paradigms (see Fig.1K for illustrative example) where subjects were instructed to attend to a
frequency-tagged auditory stream, presented alone or within a stimulus mixture, and the
ASSR with and without attention were compared!3 9122 144 Several intermodal studies have
demonstrated that the cortically generated ASSR is enhanced when attention is directed
towards an auditory stimulus from a competing visual stimulus!*>14’. Within the auditory
domain (i.e. intramodal studies), the ASSR attentional enhancement was typically observed
in simple cases containing a single auditory stimulus*”: 148 or where two different auditory
stimuli were presented dichotically, wherein participants shift attention between the left and
right ears'?> 144 149 Although relevant, one may argue that these paradigms were not
representative enough of the complexity of the cocktail party problem in reality, as our
natural auditory environment often contains several simultaneous sounds and is more
stimulating and chaotic. In more complex scenarios, the experimental conclusions regarding
the ASSR attentional modulation are mixed!4> 150, The inconsistency in findings suggests that
whether or not attention is found to affect the ASSR depends on several experimental design
factors pertaining to the stimuli, task and analytical approach.

At source level, most studies have shown that the attentional enhancement of ASSRs is
manifested in the auditory cortices® % 122,144 More recently, using complex musical stimuli,
our group has demonstrated that the neural activity enhancement from intramodal selective
auditory attention occurs also in regions beyond the temporal cortex, such as the parietal and
frontal cortices, with regions in the pre-frontal cortex experiencing the largest degree of
ASSR enhancement®-°2, In addition, we also discovered that both the ASSR power itself and
its degree of attentional modulation correlate with subjects’ musicality®. Together, these
findings reinforce the “gain” theory of selective attention?: 37 4% 133, 151 "wherein attention
enhances the neural representation of a stimulus, and also show that selective attention
recruits processes widespread across neural regions, some of which are influenced by long-
term training.
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Figure 1K. Example of a frequency-tagging paradigm used to capture the effect of selective attention on
ASSRs. (i) In this experiment, two auditory streams were frequency-tagged at 39 and 43 Hz respectively, and
presented simultaneously to the subject. (ii) As the brain activity phase-locks to the incoming auditory stimuli,
listening to these streams triggers ASSR power spectra peaks at 39 Hz and 43 Hz. (iii) When the subject
attended selectively to the 39 Hz (red) stream, the corresponding ASSR power at 39 Hz was enhanced.
Similarly, the 43 Hz ASSR peak increased in power when the subject focused on the other stream (power
spectra obtained from unpublished data by our group).
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1.4 UTILIZING MUSIC FOR NEUROSCIENCE

Engaging in music involves a multitude of sensory (e.g. motor coordination, auditory
processing), cognitive (e.g. selective attention, working memory), as well as affective (e.g.
emotional expression) processes, thus providing a platform to study how these processes
operate, develop and are improved through training. Additionally, the complexity of music
allows us to study neural processes in more naturalistic environments which typically involve
complex auditory scenes, while remaining experimentally flexible and controllable to a large
extent. For example, polyphonic music, which is composed of distinguishable melodies in
different musical voices, can be useful in the study of selective auditory attention as the
ability to shift attention between voices depend on several variables (e.g. interval or
amplitude difference, melodic or rhythmic complexity, tonality etc.) that we can manipulate
experimentally. Furthermore, ensemble and band playing present the opportunity to explore
attention shifts between instruments, as well as between self-produced music and
accompaniments generated by third-parties (e.g. fellow band members). Here, the
experimentalist is granted the autonomy to customize the perceptual features (i.e. pitch,
timbre) of the auditory stimuli according to the research question. As such, music offers a
complex yet controllable platform to study the CPE. Thirdly, many researchers have found
the musician’s brain a useful model for studying neural plasticity and cognitive development,
especially training-induced auditory expertise'®-153, Neuroplasticity refers to changes in the
brain’s anatomy or activity in response to external stimuli, and is usually associated with the
development of skills and behavioural adaptation. In the following sections, we will describe
the neural changes brought about by musical training and how they relate to superior
behavioural performances in music-related as well as non-music-related tasks.

1.4.1 Anatomical & Functional Neural Changes Associated with Musical
Training

Studies across various neuroimaging modalities have shown both structural and functional
differences between the brain of musicians and non-musicians>416%, As musical activities
stimulate an extensive distribution of neural networks and regions, there exists no single area
that is exclusively dedicated to music processing®6162, Hence, the music-induced changes
manifest in varying degrees across different brain structures, depending on factors such as the
type of musical training'®®'% (e.g. type of instrument, musical style), genetic
predispositions!6-167 training duration®® and intensity®56-157 159 as well as age of training
onset!6170 Other works in the field suggest that the neural changes and benefits
accompanying musical training during childhood persist until adulthood even if the training
did not continue!™.

Structural changes in grey matter morphology or cortical thickness are assessed using MRI"
160 while alterations in white-matter integrity, microstructure and connections are evaluated
through diffusion tensor imaging'®*1% (DTI). Compared to non-musicians, the musician’s
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brain contains increased grey matter volume and cortical thickness in the auditory, motor and
visuo-spatial areas'®" 1%, frontal lobe'®® 168 hippocampus!®’: 160 168 and lingual gyrust®® 172,
with enlargements in each region linked to distinct cognitive and sensory processes (se
Olszewska et al. 2021173 for a comprehensive review). DTI studies also revealed different
white-matter architecture between musicians and non-musicians in several regions across the
brain, especially in areas associated with fine motor control and sensory processing>+%,

Functional changes in brain activity can manifest as stronger neural responses!®®: 174-176 g
migration of activated regions®® 176, or increased synchronization between brain regions®’’-
178 "and can be assessed using fMRI, EEG or MEG, typically with the involvement of a
behavioural task such as listening to a tone or speech. These changes are observed with
various stimulus types and paradigms, and have occurred in the auditory cortex58-159, 174,179,
subcortical regions’ 17, frontal lobe!’®-18, primary and supplementary motor areas®1#2, as
well as language-related regions'®-18 like Broca’s area. Again, the modifications in brain
activity are linked to enhancements in an array of sensory and cognitive abilities such as
language processing, motor execution, selective attention, and emotional processing (see
Olszewska et al. 2021173 for more details). Often, the structural and functional changes
brought about by musical training correlated with musical aptitude®®® ¢ and cognitive
performance!’®. Furthermore, these changes are strongly correlated with the intensity°6-157, 159
and duration®® of musical training, as well as the age of training onset'6%-170. 176 Figure 1L on
the following page provides an illustrative overview of the neural changes associated with
musical training revealed by cross-sectional studies as summarized by Olszewska et al.
202117,

However, cross-sectional studies that seek to link neural changes to musical training are faced
with the classic “Nature versus Nurture” problem — scientists are still unsure to what extent
these differences are the result of musical training per se or are confounded by certain genetic
predispositions!®-167 (that may bias an individual to pursue a music education or persist
longer in one). While studies demonstrating that the magnitude of the brain changes correlate
with the amount of musical training®6-157. 159 168 provide partial evidence supporting that
these are indeed training-induced effects, natural predispositions between individuals can still
bias their choices related to training intensity and duration. To address this conundrum,
research on monozygotic twins, who should in principle carry identical genes and hence
genetic predispositions, revealed that musical twins have increased cortical thickness and
higher white-matter integrity in auditory-motor regions, higher white-matter integrity in the
corpus callosum, as well as larger grey matter volume in the cerebellum, compared to their
non-musical twin!®, As the twins share an early environment and natural genetic
predispositions, these brain differences are likely brought about by musical training.

Importantly, longitudinal studies also offer revealing insights into the temporal dynamics of
neural changes during the musical training process. In such study designs, pre-existing
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individual differences can be measured prior to training and accounted for, so that the training
effects can be attributed to training-induced neuroplasticity. Longitudinal neuroimaging
studies observed changes in brain anatomy!®+18 activation level’®-1%, as well as functional
connectivity’-178 in either direction (i.e. increase or decrease) depending on brain region,
which generally overlaps with the areas previously mentioned in other types of studies (e.g.
frontal/temporal lobes, motor areas, cerebellum...etc.), and phase of training®®®-18’, While
these studies encompass a large range of training periods from several minutes to several
months, most involve a relatively short time frame as they are expensive and difficult to
implement over long periods.
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1.4.2 Transferability of Musical Abilities to General Cognitive Skills

Championed by a library of literature, it is known that musical training brings about a wide
array of benefits to the learner, ranging from auditory perception, linguistic ability, non-
verbal reasoning, executive function such as attention and working memory, emotional
processing and perhaps even spatial and mathematical ability*®>?°! (see Miendlarzewka
2014%%2 for a review). Out of these, enhancements to auditory processing and linguistic
abilities are two of the most well-studied aspects.

Substantial evidence in the literature indicates that the neuroplastic changes associated with
musical training is not just specific to the processing of musical sounds, but can be carried
over to general auditory skills, although which aspects of auditory processing is enhanced
depend on the nature of training!®4165 192 For example, musically-trained individuals
demonstrated better selective listening in noisy environments?%3-2%5 as well as superior
memory traces of and higher sensitivity to acoustic features?%6-2%¢ (e.g. pitch discrimination
ability). Furthermore, musical training also promotes faster maturity?®® and less age-related
degradation?1%-2'! of auditory processing mechanisms.

Moreover, the perception of music and that of speech share many similar neural processes,
leading to the belief that musical practice can enhance linguistic abilities?1>2%6, A myriad of
studies support this idea, showing that musical training benefits syntax processing, reading
skills, verbal memory, prosody perception, pitch and consonant discrimination in speech,
language acquisition, as well as speech-in-noise processing?®® 205 217229 Many of these
behavioral advantages coincided with stronger response to, or more robust neural encoding of
speech stimuli and components of speech stimuli?®® 208, 228-233 ~ An advantage in pitch
discrimination can help speech perception in various aspects, for instance, in the judgment of
the speaker’s emotion, intention (e.g. question or statement) or identity, and meaning in tonal
languages®®?. Moreover, musical training teaches individuals to discriminate relevant sounds
from a complex auditory cocktail, which allows them to better track regularities in the sound
environment'®> 234, This can play a role in improving speech-in-noise ability in both healthy
individuals and populations with related deficiencies?® 23523, In addition, the enhancement
in speech-in-noise ability correlates with the number of years of musical experience®’.
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2 RESEARCH AIMS & THESIS FRAMEWORK

General research aims and motivation

A crucial and challenging problem faced by researchers investigating the phenomenon of
selective auditory attention, particularly when the research question involves sophisticated
and naturalistic scenarios, stems from the complexity of the neural activity mix that is elicited
when multiple auditory sources are simultaneously present. Although difficult, the separation
and identification of mixed neural signals is necessary to allow researchers to study each
individual stimulus-specific activity, such as activity generated by an individual instrument
within an orchestra or a single speaker in a noisy cocktail party setting. As a potential
solution to this challenge, frequency-tagging offers a simple, efficient and precise method of
labelling neural activity uniquely according to its driving stimulus, allowing individual
labelled neural responses within mixtures to be extracted and identified back to their
respective source. Thus, the primary objective of this thesis is to develop and optimize
methods utilizing frequency-tagging to track neural activity in complex auditory
environments, and extract the effect of selective attention on the corresponding ASSR
signals, for the purpose of investigating the neural underpinnings governing selective
auditory attention. Since frequency-tagging benefits greatly from measurement technologies
with a high degree of spatio-temporal precision, MEG’s superior spatial (complemented by
anatomical MRI templates) and temporal resolution makes it an unparalleled choice for
recording ASSRs.

An important step to learning how to effectively utilize the ASSR for cognitive research is to
acquire a more comprehensive understanding of the characteristics of the ASSR in order to
adapt its use in different situations and study designs. The present thesis aimed to accomplish
this by examining what brain regions generate the ASSR and what their functional
implications are, how the ASSR develops across time, and how it is influenced by auditory
training (e.g. musical expertise).

Even though the ASSR has been used in previous research for studying human cognition, one
may argue that the experimental paradigms used were too simplistic and thus not sufficiently
representative of the complexity of the cocktail party problem in reality, as our natural
auditory environment often contains several simultaneous sounds and is more stimulating and
chaotic. Thus, a key component of this thesis is to progress towards applying the frequency-
tagging method to more complex and naturalistic contexts such as multi-voiced music,
potentially steering research away from conventional simplistic and artificial experimental
set-ups (e.g., clicks and beeps) towards more realistic soundscapes.

Additionally, by inspecting the association between ASSR and musical experience, the
present thesis intended to explore the effects of long-term auditory training on auditory
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processing, sound separation and selective attention. In the long run, we would like to employ
the ASSR to devise more effective strategies for the enhancement of these skills.

From a more general perspective beyond selective attention, we hope that the frequency-
tagging technique developed by this thesis can be useful for understanding how sound
information is processed in the brain, as well as how cognitive abilities are acquired,
developed and executed.

Study-specific aims

In accordance with the aforementioned general aims, we carried out three studies utilizing
variations of a melody tracking task with different degrees of complexity, during which
participants were instructed to exclusively focus on a single melody stream in a mixture of
two to three melody streams that were presented diotically (i.e., identically to both ears). The
streams were AM frequency-tagged to elicit unique ASSRs between 39 — 43 Hz, and were
differentiable only by their respective onset timing and pitch, so that attention was based on
these sound features (rather than spatial location).

In the first study, Study I, the main goal was to assess if selective attention directed towards a
specific melody stream modulates the corresponding ASSR power, and if this can be already
observed in sensor level MEG analyses. A secondary goal of Study | was also to gain
insights into the structural distribution of cortical ASSR sources and their attentional
modulation.

Although exploratory in nature, the secondary results from Study | served as a spatial
template for Study Il to more precisely pin-point a priori which cortical sites were more
likely to be susceptible to ASSR attentional modulation and perform confirmatory analyses
via statistical testing at regions across the bihemispheric frontal, parietal, temporal and insular
lobes. In addition, Study Il also investigated the relationship between ASSR attentional
modulation and musicality at each of these locations. A parallel aim of Study Il was to
compare the ASSR’s characteristics during and after auditory stimulation, in terms of their
sensitivity to the (i) stimulus physical properties such as volume and carrier frequency, (ii)
selective auditory attention, (iii) musicality, as well as their respective (iv) cortical source
distributions.

Finally, Study 111 sought to extend the application of ASSRs to more complex auditory
mixtures containing simultaneous musical streams that overlapped in time (in Study | and Il
the streams were separated in time). To this aim, we investigated how the suppression effect
from simultaneous ASSRs affected the ASSR activity and its cortical source distribution, as
well as whether the suppression would affect the separability of mixed ASSR signals, or their
ability to assess attentional modulation. For this final study, both top-down and bottom-up
selective attention were engaged to manipulate the ASSR as we compared and contrasted
how each of them modulate ASSR sources across the cortical space.
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3 MATERIALS & METHODS

In this section, we will summarize the common methodologies adopted for each of the three
studies included in the present thesis. For details on additional methods specific to each study,
please refer to the appended articles in the Appendix.

3.1 PARTICIPANTS

For each study, twenty-eight to twenty-nine participants with normal hearing volunteered to
take part in the experiment. Participants with less-than-chance performance in the
behavioural task (see section 1.3) were excluded for all MEG analyses.

3.2 THE GOLDSMITH MUSICAL SOPHISTICATION INDEX

A subset of the Goldsmith Musical Sophistication Index (Gold-MSI) self-report questionnaire
(v1.0)%8-2% containing 22 questions was used to estimate each participant’s level of musical
sophistication. The MSI quantifies a participant’s level of musical skills, engagement and
behaviour in multiple facets, and is ideal for testing amongst a general population that
includes both musicians and non-musicians. For relevance to the selective auditory attention
task, we focused on questions from the perceptual ability, musical training and singing
abilities subscales. These include all questions from the musical training and singing abilities
subscales, selected questions from the perceptual abilities and active engagement subscales,
but no questions from the emotions subscale. The emotions subscale was omitted because our
melodic stimulus is non-emotional and therefore this subscale was deemed task-irrelevant.
Several questions from the active engagement subcategory were also omitted as we wanted to
focus on musical aptitude and ability, rather than exposure (e.g. questions such as “Music is
kind of an addiction for me — I couldn’t live without it” that does not directly affect musical
ability, were omitted). This specific combination of questions has demonstrated strong
correlations between the resultant MSI and performance in all of our three selective auditory
attention tasks. Across all participants, we obtained MSI scores ranging from 40 - 132, out of
a maximum score of 154. A copy of the questionnaire used for this study can be found in the
appendix (Supplementary Information S1 of Paper 2).

3.3 EXPERIMENTAL TASKS & TRAINING

Each of the three studies used a slightly different variation of the Melody Development
Tracking (MDT) task. All of them require the participant to selectively attend to one out of
two or three melody streams with different pitch (i.e. carrier frequency range) that are termed
‘voices’. Study I and II used three voices and are identical except that the pitch difference
between voices was further apart in Study Il. In the first two studies, a new tone from each
voice was presented every 1 s, with a 250 ms silent inter-stimulus interval (ISI) between
tones. Using only two voices, Study 111 adopted the same pitch difference between the lowest
and highest pitched voice as Study |1, but contained voices that were completely overlapping
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in time with no silent gaps between them (whereas the voices were completely separated in
time in Study | and II). The following Figure 3A visually illustrates the differences in
experiment design between the non-overlapping and overlapping variations of the MDT task.
For a summary of the technical details outlining each study, please refer to Table 3B.

Study | & Il (three non-overlapping voices)

falling pitch
. . . - I — gy
Highest-pitched voice e
250 ms
E -
| Middle-pitched voice o ===t
:
750 ms
=
Lowest-pitched voice i - — T
TIME
Study Il (two non-overlapping voices)
R falling pitch
S
-« == l W
Highest-pitched voice b bbb b
Uil i
S
- 1s 1s
o TR s )
Lowest-pitched voice i -
rising pitch
TIME

Figure 3A. lllustrative description of the non-overlapping (Study | and Il) and overlapping (Study Il1)
experimental tasks (not drawn to scale).

Before each set of melody begins, the participants were cued to direct attention exclusively to
the lowest-pitched voice or highest-pitched voice. When the melody stopped at a random
time point, participants were required to report the last direction of pitch change for the
attended voice (either falling, rising or constant pitch) with a button press. In total, 28 of
these behavioural responses per study were collected for each participant. To assess response
accuracy in the MDT task, mean task performance scores for each participant were calculated
as the percentage of correct answers out of all 28 responses.

Prior to the actual MEG recording, participants received 10 to 15 min of training to
familiarize themselves with the task. Participants were deemed ready to commence with the
actual experiment once they managed to report the correct answers for at least five
consecutive trials. As the task was designed to require continuous selective attention to the
cued melody stream, it was imperative to maintain alertness and alleviate fatigue. We
therefore introduced a brief break in the task every ~5 min, during which the general
attentiveness of the participant was also assessed using the Karolinska sleepiness scale?*°. To
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minimize movement artefacts, participants were asked not to move when listening to each
melody segment, which was at most 30 s long.

3.4 STIMULI

Each voice was constructed using a stream of 750 ms (Study | and I1) or 2 s (Study I1I) long
sinusoidal tones of fc between 131 — 523 Hz (see Table 3B for exact fc of each voice),
generated using the Ableton Live 9 software (Berlin, Germany). For Study | and I, each tone
is followed by 250 ms of silence before the next tone was played, whereas no silent gap exists
between tones in Study IIl. The tones were amplitude-modulated sinusoidally in Ableton
Live 9 at f of 39 (Bottom or Low voice), 41 (Middle voice) and 43 (Top or High voice) Hz,
and a modulation depth of 100% to achieve maximum ASSR power®. For simplicity, only
tones in the C major harmonic scale were used. The duration of melody presentation was
randomized to be between 9 — 30 seconds long to reduce predictability of the stop point and
thereby maintain high attention throughout the melody. The relative volume of each voice
was adjusted to account for differences in subjective loudness for different frequency
ranges®*L. The respective settings for the lowest-pitched, middle-pitched and highest-pitched
voices were 0 dB, -6 dB and -10 dB, resulting in their raw volume decreasing in the same
order. In order to focus on feature-based sound separation (in this case, pitch and timing)
rather than location-based (i.e. left-ear versus right-ear) source separation, the mixture of
streams was presented identically to both ears via foam inserts, ears with the volume
calibrated to approximately 75 dB SPL per ear using a soundmeter (Type 2235, Briel &
Kjeer, Neerum, Denmark), subjected to individual comfort level.

Number of voices  fc range per voice Tone duration + 1SI

STUDY | | 3 Low: 131 — 220 Hz 750 ms (tone) + 250 ms (silence)
non-overlapping  Middle: 147 — 294 Hz
High: 196 — 329 Hz

STUDY Il | 3 Low: 131 — 220 Hz 750 ms (tone) + 250 ms (silence)
non-overlapping  Middle: 175 — 349 Hz
High: 329 — 523 Hz

STUDY Il | 2 Low: 131 —220 Hz 2 s (tone) + no silent gap
overlapping High: 329 — 523 Hz
Table 3B. Summary of Study I, Il and 11l with respect to the number of voices, their respective carrier

frequency (fc) ranges, tone duration and inter-stimulus interval (1SI).
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3.5 DATA ACQUISITION

MEG measurements were carried out using a 306-channel whole-scalp neuromagnetometer
system (Elekta TRIUXT™m, Elekta Neuromag Oy, Helsinki, Finland). Data was recorded at a 1
kHz sampling rate, on-line bandpass filtered between 0.1 - 330 Hz and stored for off-line
analysis. Horizontal eye-movements and eye-blinks were monitored using horizontal and
vertical bipolar electrooculography (EOG) electrodes. Cardiac activity was monitored with
bipolar electrocardiography (ECG) electrodes attached below the left and right clavicle.
Internal active shielding was active during MEG recordings to suppress electromagnetic
artefacts from the surrounding environment. In preparation for the MEG-measurement, each
participant’s head shape was digitized using a Polhemus FASTRAK. The participant’s head
position and head movement were monitored during MEG recordings using head-position
indicator coils. Anatomical MRIs were acquired using hi-res Sagittal T1 weighted 3D IR-
SPGR (inversion recovery spoiled gradient echo) images by a GE MR750 3 Tesla scanner
with the following pulse sequence parameters: 1 mm isotropic resolution, FoV 240 x 240
mm, acquisition matrix: 240 x 240, 180 slices 1 mm thick, bandwidth per pixel=347
Hz/pixel, Flip Angle=12 degrees, TI=400 ms, TE=2.4 ms, TR=5.5 ms resulting in a TR per
slice of 1390 ms.

3.6 DATA PROCESSING

The acquired MEG data was pre-processed using MaxFilter (-v2.2)8-%, and subsequently
analysed and processed using the Fieldtrip toolbox?*?> in MATLAB (Version 20163,
Mathworks Inc., Natick, MA), as well as the MNE-Python software?*. Cortical
reconstruction and volumetric segmentation of all participants’ MRI was performed with the
Freesurfer image analysis suite®**,

3.6.1 Pre-processing

MEG data was MaxFiltered by applying temporal signal space separation (tSSS) to suppress
artefacts from outside the MEG helmet and to compensate for head movement during
recordings®®8®, before being transformed to a default head position. The tSSS had a buffer
length of 10 s and a cut-off correlation coefficient of 0.98. The continuous MEG data was
divided into 1 s-long epochs from stimulus onset (i.e. onset of each tone). Epochs were then
visually inspected for artefacts and outliers with high variance were rejected using
ft_rejectvisual®*?. After cleaning, approximately 70 % of all epochs remained and were kept
for further analyses.

3.6.2 Sensor-space analysis

Sensor-space analysis was carried out on cleaned MEG epochs obtained after the pre-
processing steps above, to extract the ASSR power for each condition. The minimum number
of cleaned epochs averaged was ~100 per condition. To obtain the timelocked ASSR data
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across time, a 30 — 50 Hz bandpass filter was applied to the epochs which were then averaged
per condition. Power spectral density (PSD) estimation methods were then applied on a
truncated time window of the timelocked ASSR, zero-padded to 1 s to acquire the ASSR
power spectra with a frequency resolution of 1 Hz. The ASSR power at f, defined as 39, 41,
and 43 Hz for the lowest-pitched, middle-pitched and highest-pitched voices respectively,
was extracted to give the mean ASSR power per condition, and then further averaged across
MEG sensors. In Study I, ERF sustained fields (300 — 800 ms post-stimulus'® ) were also
extracted, using a 20 Hz low-pass filter, to check for the manipulation of attention by the task,
since it has already been well-documented in literature that attention enhances the ERF*”.
Typically, calculated values, including ASSR power and computed ratios, were converted to
the base 10 logarithmic scale to achieve more normal data distributions across participants for
parametric statistical analysis (e.g. t-tests, ANOVAs). Pearson’s correlation tests were used to
investigate the relationships between variables, for example between ASSR power and MSI.

3.6.3 Source-space analysis

We used a minimum-norm estimate®*® (MNE) distributed source model containing 20484
dipolar sources on the cortical surface to produce individual-specific anatomical layouts of
the ASSR sources. These models were generated by entering sensor-space timelocked ASSR
data into the MNE computation, before applying a Welch PSD estimation (hanning
windowed, frequency resolution = 1 Hz), with zero-padding to 1 s. Subsequently, the
individual MNE solutions were morphed to a common fsaverage template. The Brainnetome
Atlas?® and PALS-B12 Atlas?*® (based on Brodmann areas) were used to demarcate the
cortical space for analyses comparing region-of-interests.

3.7 ETHICAL CONSIDERATIONS

All three studies were approved by the Regional Ethics Review Board in Stockholm (Dnr:
2017/998-31/2). Both written and oral informed consents were obtained from all participants
prior to the experiment. All participants received a monetary compensation of SEK 600 (~
EUR 60). The risks associated with this project are generally small and can be identified as
the following:

1) Participant experiences discomfort during MRI scanning due to claustrophobia. If such
instances occur, although rarely, the scan is immediately cancelled. All personnel
running the MRI scan are required to undergo safety training and follow standardized
safety routines prior to the scanning. While there are risks associated with the presence
of metal in the body, experimenters are trained to screen participants for the presence
of metal before entry into the MR room.

i) All MRI scans will be sent to a qualified medical physician/radiographer for screening
of any possible health indication. Procedures are put in place to ensure that any
medically-relevant findings will be followed-up as in regular medical care. Findings of
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iD)

non-biological significance are not disclosed to the participant in accordance with
standard practice in clinical assessment of MRI.

MEG (including EOG and ECG) is considered completely risk free.

The risks associated with auditory stimulation are considered to be very small. The
auditory stimulation equipment has undergone safety assessment, and its output
volume is calibrated to be 70 — 75 decibels according to each participant’s comfort
level. The output volume is controlled via an amplifier in a closed cabinet in the MEG
lab to prevent unintentional adjustments of volume.

Written information related to all associated risks is provided to the participant before
inclusion in the experiment. Participants are informed before the experiment that their
participation is strictly voluntary and that they reserve full right to withdraw from
participation without providing any reason at any point of time. The experimenter is
also obligated to answer any supplementary questions regarding the experiment should
the participant enquires.

All data collected, including personal information, are stored confidentially and only used for
research purposes. Reusing of MEG or MRI data is only allowed upon the consent of the
participant.
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4 RESULTS & DISCUSSION

The key findings from Study | — 11l can be summarized into the following four categories:
1.1) Behavioral Results, 1.2) ASSR Sources and Characteristics, 1.3) Attentional Modulation
of the ASSR, and 1.4) ASSR and MSI. This section will discuss each of the four categories
listed above by consolidating results from across all studies. For technical details regarding
each result (e.g. p-values), please refer to the original articles in the Appendix.

4.1 BEHAVIORAL RESULTS

Overall, participants performed significantly above chance in the MDT tasks for all studies.
There was no significant difference in performance between directing attention to the lowest-
pitched or highest-pitched voice, and neither was there any difference in performance
between the three variations of the MDT task. This suggests that the MDT task difficulty was
unaffected by the widths of pitch difference between voices (Study I vs Study Il), or whether
the voices were separated or overlapping in time (Study Il vs Study I11). In all three studies,
performance correlated significantly with MSI (Fig. 4A).
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Figure 4A. Behavioural performance in the MDT tasks from Study | to Il correlated significantly with MSI
with p < 0.001. Note that the R? value for Study Il varies slightly from the value reported in the published
article (Study 1) as the above calculation included all participants whereas some participants were excluded
in the publication.

4.2 ASSR SOURCES AND CHARACTERISTICS

In Study I, MNE distributed source models identified multiple ASSR sources from a variety
of frontal, temporal and parietal regions. Unsurprisingly, sources with the strongest power
were found in the primary auditory cortical regions, followed by parietal and frontal sources.
To address the question if these sources were truly active and independent or caused by field

spread from strong sources within the primary auditory cortex, we used a point spread
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function for a simulated 41 Hz sine wave at the left and right auditory cortices, which showed
large and systematic differences between the point spread model and our observed ASSR
sources (see Fig. 4B). Specifically speaking, the modelled point spread function displayed a
much lower maximum power and less extensive coverage of the cortex compared to the
MNE solution, indicating that the observed frontal and parietal activity cannot be explained
solely by the signal spread of the primary auditory source. Although several activated regions
in the parietal and secondary auditory cortices overlap with the point spread function, the
much larger power generated by the MNE solution indicates that additional sources outside
the primary auditory cortex must be present to contribute to the additional signal power. As
further support for this interpretation, previous EEG*? and positron emission tomography
(PET)*%4 studies have also found multiple sources generating the 40 Hz ASSR, including
many regions outside the auditory pathway. These regions, especially the frontal areas, are
commonly overlooked in ASSR-attention studies, which typically place exclusive focus on
stronger sources within the primary auditory cortex!?’, especially when the ASSR sources
are modelled as dipoles.

Simulated ASSR at
primary auditory cortex

Increasing
Power :
N.a "

R

. MNE solution for recorded ASSR activity

Figure 4B. (Top row) Point spread function from stimulated 41 Hz ASSR activity at the primary auditory
cortex in both hemispheres. (Bottom row) Computed MNE solution of recorded 41 Hz ASSR activity during
actual experiment. The colorbars on the left are for reference only to indicate the direction of increasing
power and not drawn to scale as the simulated and recorded activities are plotted with different scales. The
recorded activity was approximately 10* times stronger than the point spread function. Only the right lateral
and frontal views are shown in the above figure. Please refer to Figures 4A and 4B of Study | for the other
views and the exact range of the respective scales used.

Following these results, Study Il revealed that the activation patterns of the frontal and
temporal ASSR sources vary across time (Fig. 4C). In particular, temporal sources were more
prominent during stimulus playback whereas frontal sources dominated in the post-stimulus
time segment. This discovery was surprising and unprecedented as frontal ~40 Hz ASSR
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activity is typically much weaker than temporal ASSR activity?#? 247251 and hence this is the
first time any study has reported stronger frontal than temporal ~40 Hz ASSR sources, albeit
only during post-stimulation.

ASSR During Stimulation
A%

ASSR Post Stimulation

7a &

source strength
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Figure 4C. Comparison of the 41 Hz ASSR cortical source distributions during (top row) and post (bottom
row) stimulation. As shown above, the strongest ASSR sources during stimulation were found in the temporal
primary and secondary auditory cortices and parts of the parietal cortex. In contrast, the strongest post-
stimulus ASSR sources resided mainly in the frontal cortices. Orientation views from left to right: right
lateral, left lateral, frontal, top.

Moreover, the results also showed that the ASSR during and after stimulation exhibited
different sensitivities to experimental factors and stimulus properties. On one hand, the ASSR
during stimulation was modulated by several factors: (i) It clearly decreased in power across
voices, reflecting the physical differences in volume and fc between these voices, (ii) its
power correlated positively with individual MSI (see section 4.4), and (iii) increased with
selective attention. On the other hand, the post-stimulus ASSR remained relatively unaffected
by the same factors. Firstly, the pattern of decreasing power corresponding to the volume
decrement from the lowest to highest pitched voice was not observed in the post-stimulus
ASSR. Since no external driving input was present after the auditory stimulation, we regard
the post-stimulus ASSR as an endogenously generated oscillatory neural activity. This could
explain why the ASSR during stimulation, which we believe to be primarily generated by
bottom-up driven neural components, is modulated by the acoustic properties (i.e. loudness)
of the auditory stimulus. These bottom-up driven components are absent in the post-stimulus
ASSR, thereby rendering it unaffected by the acoustic differences across voices. By similar
arguments, the effect of individual musical sophistication on the ASSR may also occur on a
bottom-up driven auditory processing level, possibly explaining why the post-stimulus ASSR
seemed unaffected by the MSI. In addition, the results also show that the power modulating
effects of selective attention, at least in the context of the ASSR, occur during the active
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process of competition between auditory objects, but do not persist beyond the stimulation
period. While the ASSR itself reflects a neural representation of the periodic envelope of the
stimulus, the results suggest that the brain progresses from a sensory processing and
discrimination state (i.e. identifying and paying attention to a tone) driving the ASSR at the
auditory cortices during stimulation, to a different frontal-dominated state during which the
periodic neural representation is still maintained (i.e. the post-stimulus ASSR), but is not
sensitive to external factors such as the stimulus’ properties or to the perception of and
attention to it. Collectively, these findings indicate that the ASSR during and after stimulation
reflect very different cortical processes, and that the post-stimulus ASSR is not simply a
ringing extension generated by the same sources underlying the ASSR during stimulation.
While evidence from Study Il supports the existence of the post-stimulus ASSR, its
functional relevance remains largely speculative and thus a question to be addressed by future
studies. To the best of our knowledge, this is the first time any study has characterized the
post-stimulus ASSR, thereby adding a new dimension to the existing literature and potential
uses of the ASSR for research, especially in the neuroscientific understanding of higher
executive processing such as selective attention and music perception.

While Study Il investigated the development of the ASSR overtime, Study Il focused on
how the ASSR power and source distribution changes as the number of concurrent
overlapping voices increases. Generally across sensors, the ASSR decreases to approximately
a third of its power when two voices were presented simultaneously (dual-voice), as
compared to when the voices were presented one at a time (single-voice). Source analysis
showed that the extent of ASSR power suppression due to simultaneous sources was
significant across hemispheres, lobes and voices, although voice effects were likely to be
confounded by the adjusted volume differences and thus not discussed further. To elaborate,
the temporal lobe experienced the largest suppression (reduced to 43%) from simultaneous
voices followed by the parietal (reduced to 50%) then frontal (reduced to 68%) lobe.
Additionally, during dual-voice listening, the fraction of activated ASSR sources decreased in
the temporal-parietal regions but increased in the frontal regions compared to single-voice
listening (Fig. 4D), explaining why the frontal ASSR power experienced the least degree of
suppression from simultaneous ASSR sources (because part of this suppression was
compensated by the increase in fractional resources allocated to the frontal region). We
believe that this could be because identifying, separating, selectively directing and
maintaining attention to the target voice was more cognitively demanding in the dual-voice
scenario, leading to more resources being allocated to the frontal region, an area known to be
central in the execution and maintenance of selective attention?>22%4, As before, this is the
first time any study has attempted to spatially characterize the effect of an additional
simultaneous source on the ASSR power and its source distribution, thus advancing our
understanding of the ASSR and its potential applications.
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Figure 4D. Differences in the distribution of ASSR sources between single-voice and dual-voice processing
across the frontal, temporal and parietal cortices. Each source (vertex) was normalized by division over the
sum of the ASSR power across all 20484 vertices at a single-subject level, thereby expressing the power of
each source as a fraction of the total ASSR power. These values were also averaged across the lowest-pitched
and highest-pitched voices. All clusters with p<0.05 obtained from a cluster-based permutation test of the
single-voice minus dual-voice difference (SD1-SD2) are demarcated in white with labelled corresponding p-
values. Orientation views (clockwise starting from top-left): right lateral, left lateral, top, frontal.

Taken together, the findings from all three studies collectively support the interpretation that
ASSR sources in the frontal and temporal lobes are independent, characteristically different,
as well as functionally distinct. Firstly, the frontal and temporal ASSR sources exhibited
different sensitivities towards top-down selective attention, between top-down and bottom-up
selective attention, as well as the physical parameters of the driving stimulus. Moreover, their
respective activation patterns fluctuated uniquely across time and the sources were also
suppressed to different degrees when a competing simultaneous voice was added.

4.3 ATTENTIONAL MODULATION OF THE ASSR

At a general sensor level, results from Study | and Il indicated that top-down selective
attention enhanced the ASSR by 14 % and 11% respectively. Furthermore, in Study I, no
effect of attentional enhancement was observed on the middle-pitched reference voice which
participants were never instructed to attend to, providing further evidence that the
enhancement stemmed from top-down selective attention towards the attended voices (i.e.
lowest-pitched and highest-pitched voices). In addition, ERF results mirrored these findings,
demonstrating significant attentional enhancement specifically for the lowest-pitched and
highest-pitched voices but not the middle-pitched voice. Since the attentional enhancement
effect on ERFs is already a well-established phenomenon in literature!® 2122 26 the ERF
results indicated that selective attention was successfully manipulated (i.e. directly

exclusively to the instructed voice) as intended by the MDT task. With two simultaneous
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voices in Study Il however, no significant enhancement by top-down attention was observed
at sensor level, although there was a significant 15% average enhancement by bottom-up
attention. We believe that the suppression effect from simultaneous voices led to weaker
signal-to-noise ratios and thus reduced sensitivity at picking up the modulation effect from
top-down selective attention. This problem was mitigated with subsequent source level
analyses, which managed to extract the attentional effect on the ASSRs eventually. The
modulation in ASSR power due to selective attention supports the notion of a top-down
regulated gain control mechanism of attention, proposed by many authors in the past?>-26. 39 41-
42 For all three studies, there was no significant difference between the attentional
modulation across voices.
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Figure 4E. ASSR (left) and ERF (right) results correspond with one another, showing that attentional
enhancement occurred exclusively on the attentionally-manipulated lowest-pitched (Bottom) and highest-
pitched (Top) voices, but not the middle-pitched (Middle) voice that participants were never instructed to
attend to.

The majority of studies that investigated the effect of attention on the ASSR adopted
intermodal designs*” 14> 2% or an intramodal dichotic listening task® % 122 144 \wherein
participants shift attention between the left and right ears. Importantly, our results provide the
first clear evidences that selective attention enhances the ASSR when attention was directed
to perceptual features (i.e. pitch and timing), rather than spatial separation between sounds as
in previous dichotic listening designs. This is important and relevant as feature-based sound
separation and identification is a significant component of selective attention in natural
cocktail party-like settings.

Source level analysis was carried out primarily to compare the degree of attentional
modulation across different cortical regions and identify areas that are most optimal for
assessing selective attention. Cluster-based permutation results from Study | suggested that
apart from the temporal cortical regions, sources in the frontal and parietal regions could also
be modulated by selective attention. These regions cover the middle frontal gyrus, inferior
frontal gyrus, orbital gyrus, inferior parietal lobule, precentral and postcentral gyrus, insular
gyrus, superior temporal gyrus, middle temporal gyrus and posterior superior temporal sulcus

(see Fig. 4F). Confirmatory statistical evidence from Study Il later agreed with these findings,
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showing significant ASSR attentional enhancement in each of the bi-hemispheric frontal,
temporal, parietal and insular lobes. Both studies also showed that the frontal cortex
experienced the largest attentional effect compared to the temporal and parietal cortices. This
is not a surprising finding as the frontal regions has long been regarded as the established
centre for attentional control in neuroscience literature, including auditory attention?4 256-257
as well as attention in other sensory modalities?>>2%3, With respect to the temporal regions,
attentional enhancement of the ASSR in the auditory cortex has been reported by several
studies, although limited to spatial®3 % 122 144 and intermodal®’- 145 2% attention as mentioned
earlier. Evidence of auditory attentional modulation in the parietal cortex has also been
reported in previous studies®® 258261 although not within the ASSR domain, owing perhaps to
the lack of documentation on ASSR sources outside the auditory cortex. In relation to this,
the motor cortex, housed by the parts of the frontal and parietal lobes, is known to exhibit a
robust entrainment to sensory stimulation rhythms that is also enhanced from attention®3* 260
262-263 Since the ASSR may be conceptualized as an entrainment (to the stimulus) itself, it is
reasonable that ASSR activity and its attentional modulation was found in the motor cortex.

Lowest-pitched voice Highest-pitched voice

Middle Frontal Gyrus Inferior Parietal Lobule Precentral Gyrus
Inferior Frontal Gyrus Postcentral Gyrus Inferior Parietal Lobule
Orbital Gyrus Insular Gyrus Postcentral Gyrus

Insular Gyrus

— \; Right Left
Clusters With p < 0.05 _ Widdle Tempordl Gyms
Posterior Superior Temporal Sulcus

Figure 4F. Clusters with p < 0.05 obtained from cluster-based permutation tests of the Attend-Unattend
contrast for the lowest-pitched (left and centre) and highest-pitched (right) voice. ROIs containing vertices

that belong to the cluster are described in italics above and below the brain. Please refer to Figure 5 of Study |
for exact p-values corresponding to each clusters.

Superior Temporal Gyrus

As for Study 111 (i.e with overlapping voices), the ASSR enhancement by top-down selective
attention was found significant only in the left cortical frontal lobe, whereas at all other areas
(i.e. right frontal lobe, bi-hemispheric temporal and parietal lobes) it failed to reach
significance after Bonferroni correction over six tests. On the other hand, the effect of
bottom-up attention was most significant in the temporal lobe, where the lower level sensory
auditory cortices are situated. One possible explanation to these findings could be that
involuntary bottom-up attention is associated with automatic stimulus processing
mechanisms that predominate in the sensory cortices?®, in contrast to how top-down factors
such as greater utilization of voluntary attention and working memory modulate higher-level
executive regions located frontally®2-254 264 This explanation aligns with studies
demonstrating that top-down and bottom-up mechanisms are mediated by specialized neural
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networks, albeit with partially-overlapping regions?%42%5, Moreover, additional analysis into
interaction effects between bottom-up and top-down attention revealed a synergistic
relationship between the two, in that the enhancing effect of top-down attention was more
observable when bottom-up attention was also directed towards the same tone and vice versa.
We postulate that bottom-up driven attention based on stimulus saliency on tone onset may
help the listener to 'find' the tone more quickly and consciously direct resources towards it via
top-down attentional mechanisms. However, top-down direction of attention toward a target
tone can also be counteracted by bottom-up attention towards a competing simultaneous
tone?%, which may explain why the effect of top-down attention on the cued voice was not
observable when the other competing voice experienced a salient change in pitch (and thus
drew attention away from the cued voice through bottom-up mechanisms). As studies that
directly address the effect of bottom-up attention on the ASSR are rare, even more so for how
the interplay between top-down and bottom-up attention affects the ASSR, this work offers
refreshing and novel insights into the field.

To summarize the findings from our three studies with regards to the attentional modulation
of the ASSR, we have demonstrated the feasibility of using the ASSR to extract top-down
attentional effects, first at sensor level, and then improved the sensitivity of the approach via
source level analysis. Finally, we extended the application from voices separated in time
(Study I and I1) to overlapping voices, with the added component of extracting bottom-up
selective attention (Study I11).

4.4 ASSR AND MUSICAL EXPERIENCE

Study Il showed that that musical sophistication influences both the ASSR power and its
degree of modulation by top-down selective attention. Notably, the behavioural results
showed a significant positive correlation between the MSI of participants and their
performance scores in the MDT task (r = 0.67), demonstrating the musical sensitivity of the
task. More importantly, our results show that the ASSR power correlates strongly with MSI
scores (r = 0.40). These results are in agreement with previous studies’* 200267 showing that
neural processing of auditory stimuli are enhanced by musical abilities and experience, and
may reflect an improvement in auditory skills owing to musical training. Additionally, we
found a strong positive correlation between MSI and the degree of attentional enhancement in
the left (r = 0.39) and right (r = 0.44) parietal cortices with no such relationships to
attentional enhancement in temporal and frontal cortices. The following Figure 4G. depicts
the correlations between ASSR power and attentional modulation against MSI.
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Correlation of ASSR Power and Attentional Modulation against MSI
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Figure 4G. Correlations between ASSR power (left), and attentional modulation at the parietal cortices (centre
and right), against MSI. Pearson’s r, R and p-values are indicated directly below each graph.

In earlier studies?®20 parietal regions have been shown to exhibit sensitivity to musical
experience and ability. This has been attributed to the fact that these regions play important
roles for musical skill learning and performance. These evidences further strengthen the
belief that musical experience is related to selective listening ability, a phenomenon which
can be reflected in recorded neural signals like the ASSR. Speculatively, even better
correlations between the ASSR and musical experience may be achieved by using more
naturally musical stimulus or musically challenging experimental tasks with greater

specificity and sensitivity to individual musical experiences and listening ability in future
studies.
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5 LIMITATIONS & RECOMMENDATIONS FOR FUTURE
WORK

While we believe that our present results make novel contributions to the existing literature
on ASSR methodology as well as to the neuroscientific understanding of selective auditory
attention, the studies bear several limitations and calls for further work to clarify the current
findings.

5.1 GENERALIZABILITY OF FINDINGS

The behaviour of ASSRs is notorious for being rather sensitive towards variations in
experimental design, stimulus properties and analytical approaches, making cross-study
comparisons tricky to interpret. For instance, the ASSR waveform changes with type of
stimulus!®®, and its power and activity distribution changes with the number of simultaneous
sources'®, carrier frequency, modulation frequency and modulation depth!4-115 249, 271 “Many
of these cross-experimental variations affect the signal-to-noise ratios for ASSRs and increase
the minimum recording time needed to separate individual ASSRs or capture ASSR
modulations across conditions, which may make it problematic or even infeasible to directly
apply the use of the ASSR from one experimental setting to another, as in the case of
comparing single-source to multi-source designs. These problems are further complicated by
the fact that the ASSR is generated by an extensive collection of sources across the neural
cortex-52, which differ in strength as well as how they are modulated by behavioural and
individual factors like selective attention and musicality respectively. Related to this point,
our results build on ASSR sources generated by AM frequencies close to 40 Hz and may not
be generalizable across ASSRs at other frequencies which have the tendency to display
different source distribution patterns?*°. Furthermore, the ASSR modulation, by attention for
example, can also be influenced by task complexity (e.g. number of sources, ease of
separating sources), stimulus properties and the chosen analysis route, as observed in
previous works with mixed conclusions about the attention effect®: 122 144-145, 149 'and also in
our three studies where the computed amount of attentional modulation varied substantially
across studies. Hence, it is important to examine how the different experimental and
individual factors can influence the manifestation of the ASSR, in order to adapt the use of
ASSRs in different situations and study designs, as well as make cross-experimental
comparisons more valid and easier to interpret.

5.2 TOWARDS NATURALISTIC MUSICAL STIMULI

To date, many different types of stimuli, ranging from clicks to tone bursts, have been used to
evoke the ASSR28.136.272 These stimuli however, carry a clearly discernable artificial sound
and do not usually exist in our everyday auditory environment. This presents researchers the
problem of associating findings from using these artificial stimuli with real-life listening
situations. While the use of sine tones may not be an accurate representation of natural
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auditory mixtures such as a large choir or a symphony orchestra, the complexity of the
stimulus cocktail in our work is the first of its kind and serves as a stepping stone for future
studies on selective attention in more natural and sophisticated environments. Potentially, a
deeper understanding of multi-source ASSR could pave the way towards applying frequency-
tagging to more complex and naturalistic soundscapes for translating experimental findings
into real-life applications.

For future studies, we recommend the progression towards using more natural auditory
stimuli which better reflect real-life listening situations. Although tone sequences are not new
to ASSR research, only pure sine tones were used before?’2-24, No current study, to the best
of our knowledge, has attempted to use natural-sounding instrumental tones. The selection of
the type of instrument to use is restricted by the availability of instruments with relatively
constant-amplitude sound waveform that is suitable for frequency-tagging. For example, a
flute sound’s stable and smooth natural acoustic envelope would be more suitable for
frequency-tagging than that of a piano tone which has steep initial amplitude decay.
Moreover, there is a clear trade-off between ASSR power and naturalness of the stimulus —
increasing the modulation depth (m) elicits a stronger ASSR but also makes the stimulus
sound rougher and less natural. Thus, careful optimization is needed to find a balance
between keeping the stimuli sounding natural whilst maintaining sufficient ASSR power to
capture behavioral effects like selective attention. Using natural instrumental stimuli in
experimental setups allows for better association with the implications of musical expertise,
especially instrument-specific expertise. By recruiting expert musician participants, namely
instrumentalists corresponding to the type of stimulus to be used (e.g. flute players for flute
tone stimulus), one can explore the effect of instrument-specific expertise on ASSR
modulation. For example, while it may be intuitive that musicians should outperform non-
musicians in auditory stream separation tasks, little is known about whether musicians are
more easily distracted by tones that are familiar due to their training (i.e. is it harder for a
violinist to ignore a violin playing in the background?) and how this affects selective
attention. In the arena of music, many have conjectured theoretical models to describe
attention in multi-voiced music?”>278, Yet, none have succeeded in substantiating their models
with conclusive empirical data. Our methodological approach for tracking attention can
potentially achieve this challenging goal, as the combination of MEG and frequency-tagging
makes it possible to directly assess attentional modulation with a unique spatiotemporal
resolution at the neural level, even in real-time theoretically speaking. By delving deeper into
the neural underpinnings governing auditory selective attention and musical training, such
studies can have profound implications for learning, especially in aiding individuals with
attention-deficits or other learning disabilities.

From another perspective, while the above suggested studies provide useful insights on how
attention is maneuvered in the auditory system through understanding how it is processed in
music, the converse is also true — that is, exploring how attention is modulated in music may
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potentially unearth novel discoveries pertaining to the realm of musical improvisation and
creativity, which until today, remains an elusive black box. Taking further advantage of our
unique frequency-tagging technique, it is possible to capture spontaneous attentional
modulations between and within instruments during live group performance and
improvisation (i.e. in an ensemble/band). This approach can probe into how attention is
distributed among a performer’s own instrument’s output and that produced by his group

mates’ instruments.

5.3 TRAINING SELECTIVE ATTENTION & OTHER COGNITIVE ABILITIES

One of the long-term goals of our research is to investigate the potential of enhancing
auditory processing and cognition, such as selective listening, via training. Through studying
the acquisition of musical expertise, we can understand how training facilitates better
auditory streaming and selective attention, along with what neural mechanisms are involved.
To this aim, our experimental design is sufficiently flexible and controllable for investigating
the fundamental components of acoustic perception, namely, pitch, timing and timbre?’’,
separately or in their various combinations, providing a comprehensive yet malleable avenue
for research into the workings of auditory processing, as well as the neuroplastic changes
induced by training auditory cognitive abilities.

In addition, with the knowledge that musical training can induce benefits that transfer to other
related cognitive abilities!®1-20% 203, 231, 237 (g g, linguistic ability, working memory, motor
coordination), our music-based approach offers the potential of using a more intriguing and
relatable domain, that is music, to enhance various skills that are otherwise relatively
mundane and general, such as selective attention or working memory.

5.4 ASSR ACROSS SPACE AND TIME

When discussing the individual signal contribution from different cortical areas, a critical
point to consider is the degree of independence of these sources as field spread is an
unavoidable aspect of the MEG signal. We addressed this issue in depth with point spread
simulations in Study | and characteristic differences in Study Il and 111 (see section 4.2 under
Results & Discussion), demonstrating a clear independence between frontal and temporal
sources. However, the ASSR sources in the temporal, parietal and insular lobes often appear
relatively close to one another, and in some cases even connected. It is then important to
consider whether some of these sources arise from independent sources overlapping in space
that cannot be differentiated by our source localization, or whether they are artefacts of signal
spreading.

Although our sensor-space and source-space analyses provide statistical evidence affirming
the attentional modulation of the ASSR per se, and our method could also demarcate regional
contributions to the ASSR modulation relatively broadly (i.e. attentional effect likely in the

frontal-parietal cortices), the current approach cannot pin-point more precisely which
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locations, especially at a vertex level, are more susceptible to ASSR attentional modulation in
a confirmatory manner. One major limitation that precludes our present analysis from
demarcating smaller regions-of-interests was the presence of spatial variation between
individuals in their respective attentional modulations, which necessitated the use of
moderately large predefined regions-of-interests to cover most of the relevant areas when
using a common atlas across all subjects. This approach resulted in the inclusion of numerous
vertices with low signal power or weak attentional modulation in the calculation,
consequently diluting and reducing the average computed extent of effect. Therefore,
alternative methods to characterize the area of effect while accounting for such individual
variation are needed for more precise mapping and effective capture of the ASSR attentional
modulation.

Another obvious limitation of our analytical approach is that the adopted PSD estimation
methods collapse data across-time and thus lose information about the latency and duration of
effect (i.e. attentional modulation), as well as the development of the effect over time. This is
a practical problem heavily dependent on the acquired signal power (longer time windows
needed for weaker signals), and can be mitigated with better signal-to-noise ratios. A more
concentrated localization approach of each individual’s ASSR activity can help to achieve
higher signal-to-noise, thus allowing for shorter time windows in the PSD estimation and
better time resolution with time-frequency analysis. Using time-frequency analyses, we
recommend that future research aim to investigate and characterize the pattern of migration of
ASSR sources and their attentional modulation across time and space, as well as how they
may vary across individuals, which may be an important step towards a deeper understanding
of the neural mechanisms involved in selective auditory attention and auditory perception.
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6 CONCLUSIONS

In pursuit of a method to separate mixed neural signals generated by multiple simultaneous
sounds into the individual constituent activities, we turned to frequency-tagging as a means to
label, identify and isolate neural ASSRs uniquely, granting us the opportunity to study
stimulus-specific neural responses even amidst the presence of other ongoing brain activity.
While this approach may appear straightforward in theory, it has proven to be a tricky task to
put into practice, owing to the sensitivity of the ASSR to a myriad of factors such as the
signal-to-noise ratio, type of stimulus, modulation depth, complexity of task, as well as
number of simultaneous auditory sources!41%5 138,278 Tq better understand the nature of the
ASSR for optimizing its usage in cognitive research, our work sought to characterize the
ASSR across space and time, as well as examine its feasibility as a tool for extracting the
effect of selective attention. To these aims, we employed a cognitively demanding ‘“Melody
Development Tracking” task that entailed participants to selectively focus attention to a
designated target melody presented within a mixture of competing melodies. This paradigm
has allowed us to test the feasibility of using the ASSR to study selective auditory attention in
complex multi-source auditory scenarios.

Our results demonstrated that selective attention enhances the ASSR, and that this effect can
be robustly observed at sensor as well as source level analysis of MEG data. Furthermore, the
ASSR attention modulation varied considerably across the cortex, and was strongest in the
frontal regions, which is well-aligned with current literature marking the pre-frontal cortex as
the centre for attentional control®?2%, We also showed that the ASSR exhibits significant
attentional enhancement in the bilateral frontal, temporal, parietal and insular lobes, with the
degree of attentional enhancement correlating positively with individual musical
sophistication scores specifically at the left and right parietal cortices — areas that are
commonly associated with musical training?®-2"%, In addition, the ASSR was primarily
driven by frontal sources during the post-stimulation period, whereas temporal sources
account for most of the ASSR activity during auditory stimulation, wherein the ASSR was
also sensitive to the stimulus physical features, selective attention and participant’s
musicality. In the case of simultaneously overlapping voices, suppression of the ASSR power
was observed to be inhomogeneous across the neural cortex, with more suppression in the
temporal-parietal regions than in the frontal regions. This was partly attributed to the
reallocation of total neural resources from temporal-parietal to frontal areas during the
processing of simultaneous voices, which can be explained by the notion that the higher
complexity in the simultaneous auditory mix engaged more strongly higher-level cognitive
processing mechanisms housed in the frontal regions?52-254 264 Moreover, we learnt that while
the suppression rendered the ASSR less sensitive at picking up the effect of top-down
attention at sensor level, the attentional modulation could still be detected using a more
localized source level approach. On a related note, the effect of ASSR enhancement due to

bottom-up auditory attention could be observed both at sensor and source level. While the
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effects of top-down and bottom-up attention seemed to complement one another in terms of
power enhancement, they were concentrated at different regions, with top-down attention
strongest at the frontal lobe and bottom-up attention centred at the lower-level auditory
sensory areas.

In conclusion, our results present clear evidence that selective auditory attention to the
perceptual features of musical streams increases the ASSR power of the attended stream in
the frontal (strongest attention effect), temporal and parietal cortices. The many novel
contributions of the present work advanced our understanding of the ASSR and demonstrated
its suitability as an effective tool for investigating the neural correlates of cognitive processes
such as music perception and selective attention. Notably, our work highlights the importance
of including non-auditory areas in ASSR application studies and advocates a novel ‘beyond
the temporal cortex’ perspective on ASSR modulation. These findings are a significant leap
towards separating and extracting neural signals in complex soundscapes, from the
conventional simplistic experimental set-ups. Eventually, this would pave the way towards
using frequency-tagging for precise tracking of individual auditory sources in more
naturalistic soundscapes with greater degree of complexity, that can better translate
experimental findings into explanations of real-life cognitive phenomena.
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