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ABSTRACT

Elderly people contacting the health care system because of suspected dementia very
often report word forgetfulness, a clinical condition referred as anomia, often one of the
first signs of cognitive decline. Considering the complexity of human language it is no
wonder that dementia disorders can affect language processing, which in its turn relies
heavily on the intactness of the semantic memory system. In an attempt to study
language impairment in dementia, this thesis aimed to investigate semantic memory,
from its normal degradation in healthy ageing, to its disruption in dementia, and from
controlled to unconscious semantic processing. Moreover we chased the anatomical
locus of semantic memory with the combination of several neurophysiological and
neuroimaging techniques.

In Study I we investigated controlled semantic retrieval together with pattern of blood
perfusion through the performance of verb fluency (VF) and animal fluency (AF),
combined with Single-Photon Emission Computed Tomography (SPECT) in patients
suffering from Alzheimer’s disease (AD), Mild Cognitive Impairment (MCI), and
Subjective Cognitive Impairment (SCI).

In Study II we enquired automatic semantic retrieval in healthy young and healthy
elderly, combining a novel semantic priming paradigm to Event Related Potential
(ERP) Electroencephalography (EEG).

In Study IIT we used the same semantic paradigm and ERP EEG measurement as in
Study II to investigate automatic semantic retrieval in AD, Semantic Dementia (SD),
and an healthy elderly population. The result was then correlated to measure of blood
perfusion by means of Pulsed Continuous Arterial Spin Labelling (PCALS) Magnetic
Resonance Imaging (MRI).

In Study IV we chased the anatomical locus of semantic memory through the study of
grey (GM) and white matter (WM) pathology in AD, SD, and healthy ageing,
combining Voxel-Based Morphometry (VBM) MRI and Diffusion Tensor Imaging
(DTI) MRIL

We could show that controlled semantic retrieval, and in particular VF is impaired in
dementia and that this correlates to hypoperfusion in particular anatomical regions.
Moreover, we could prove the automatic semantic retrieval remains stable under the
span of healthy adulthood while controlled retrieval is not, and that this processes
activates neurophysiologically comparable neural networks for healthy young as well
as for healthy elderly. In addition we could show that automatic spread of activation is
spared in mild dementia despite the deviant result in measures of controlled semantic
processes and we found a possible early marker differentiating SD from AD and
healthy ageing. We could even associate patterns of hypoperfusion to impairment in
controlled semantic memory processing, this indicating that the altered
electrophysiology of dementia patients is closely related to their structural and
baseline blood degeneration. Finally we could detect different patterns of GM and
WM loss in the AD compared to the SD group. In particular we could detect a
specific area of WM disruption significantly separating AD from SD.
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1. ABEAUTIFUL HYPOTHESIS BY AN UGLY FACT

Elderly people contacting the health care system because of suspected dementia very
often report word forgetfulness, a clinical condition referred as anomia. Anomia is
clinically defined as the failure to name objects, concepts and people whether in
response to a stimulus presentation or in spontaneous speech. It is now widely
known that word retrieval and word usage depend causally on a neuronal network
which must be activated in a fast and precise way for everyday use. Considering the
complexity of human language it is no wonder that even mild brain disorders can
affect language processing and thus lead to anomia. What is also known is that such
an intricate and nevertheless intriguing phenomena as human language heavily relies
on the intactness of semantic memory, a system considered the site of conceptual
knowledge, thus an associative and organised network storing words, concepts, and
their associations. The study of anomia and, consequently, the study of what
semantic memory language relies on, is of particular interest in clinical practice as it
is often one of the first signs of cognitive decline, even when no other objective
evidence of memory deficit can be found. In an attempt to shed a light on language
impairment and its neurological substrate, this thesis aims to investigate semantic
memory, from its normal degradation in healthy ageing to its disruption in dementia.
In particular our focus has been on neurodegenerative dementia disorders such as
Alzheimer’s Disease (AD) and Mild Cognitive Impairment (MCI), here considered
as mirroring a cognitive impairment continuum, and Semantic Dementia (SD), a
condition considered as characterised by semantic memory impairment only. In
order to chase semantic memory impairment, from its clinical features, to its neural
correlates, we have combined different techniques consisting of neuropsychological
tests together with neurophysiologic and neuroimaging methods. We started with
combining known techniques on subjects in different stages of dementia, to continue
with the creation of novel tools and their evaluation on healthy subjects, to finally
complete our model with the combination of those new methods on dementia
patients. Moreover we went from investigating effortful semantic retrieval to
disentangling automatic semantic processes.

In sum we aimed to:

1. Investigate explicit semantic retrieval together with pattern of blood perfusion
through the performance in verb and noun fluency combined with Single-Photon
Emission Computed Tomography (SPECT) measurements in patients suffering
from AD, MCI, and Subjective Cognitive Impairment (SCI).

2. Investigate age effects in speed stability of implicit semantic retrieval in
healthy young and healthy elderly combining a novel semantic priming
paradigm to Event- Related Potential (ERP) Electroencephalography (EEG).



3. Investigate implicit semantic retrieval in AD, SD, and elderly healthy subjects
combining a novel semantic priming paradigm to ERP EEG and Pulsed
Continous Arterial Spin Labelling (PCASL) Magnetic Resonance Imaging
(MRI).

4. Investigate patterns of grey and white matter pathology in AD, SD, and
healthy elderly combining Voxel-Based Morphometry (VBM) MRI and MRI
Diffusion Tensor Imaging (DTI).

2. WITHOUT YOUR BRAIN YOU WOULD BE
HEARTLESS

2.1 Born in a cab: how the mind emerges from the brain

It’s the end of the 70s in New York City and in the back seat of a cab, George Miller
and Michael Gazzaniga give name to the scientific discipline explaining how the
mind emerges from the brain. Cognitive neuroscience is born and has apparently an
American passport.

This is quite true as the quest for the mind started already in ancient Greece with
Hippocrates (460-377 BC), now widely considered the father of Western medicine.
“Some people say that the heart is the organ with which we think and that it feels
pain and anxiety. But it is not so. Men ought to know that from the brain only arises
our pleasures, joys, laughter, and tears” Hippocrates wrote after an extensive
experience of human dissections (Penfield, 1975). In other words he claimed that
without your brain you would be heartless, a cerebrocentric view that he also shared
with Plato. The one who was instead not sharing this view was Plato’s student
Aristotle (384-322 BC), who claimed the heart to be the organ of intelligence
(Spillane, 1981) and thus was in favour of a cardiocentric view in which the brain’s
main role was to cool the heat-producing heart.

It is not a wonder that Aristotle is considered one of the greatest minds of all times
cause his (erroneous) cardiocentric view of the dualism brain-heart was the doctrine
taught in medical schools all over the world until the 16 century, even if defied by
anatomist Herophilus (335-280 BC) who claimed the brain was the seat of intellect,
and after him, Galen (130-200), the physician of the Roman gladiators. Galen,
observed that the gladiators sustaining a severe brain damage lost most of their
mental faculties. Moreover, after having experimented that the breath ceases after
cutting the medulla, he postulated that the brain controls respiration (Spillane, 1981).
Nevertheless we have to wait until the 19™ century to get more sophisticated
investigations of the brain, even though still not based on empirical evidence. Two
of the pioneers in this direction were the German physician Franz Joseph Gall
(1758-1828) and his adept Johann Gaspar Spurzheim (1776-1832) who founded and
developed the field of phrenology in an attempt to localize mental functions in the



brain. Phrenology, whose meaning comes from Greek opnyv, phréen, "mind" and
Adyog, logos, "knowledge", was never considered a knowledge in the scientific
meaning of the term we use today, and was eventually rejected, but not before
having made a great impact on both psychiatry and neuroscience. The whole theory
was based on the concept that the brain is the organ of the mind and certain
functions are localized in specific areas. The summed work of Gall and Spurzheim
can be read in Spurzheim’s Anatomy of the Brain, published in London in 1826
(Spurzheim, 1826).

Studying hundreds of brains, and only helped by his intuition, Gall made a list of 27
personality traits, each associated with a specific brain area which can be in its turn
recognized and palpable as a cranial protuberance. Of these 27 traits, 19 were
assigned as common to humans and animals while 8 were defined as peculiar to
humans. Spurzheim, then, after ending his collaboration with Gall in 1814, increased
them to 35 and made those traits and their corresponding areas more precise
(Simpson, 2005).

Despite the fact that Gall’s and Spurzheim’s recognized that the grey matter in the
brain is “the source and the nourishment of the nerve fibers”, this pivotal discovery
was basically neglected by the scientific community while their intuitive work on
brain localization was that to be later confirmed by clinical evidence and thus
recognized as their greatest contribution to neuroscience (Simpson, 2005).

Three major and famous cases made the phrenology’s point.

In 1861, the French physician Paul Broca (1824-1880), described a case of
expressive aphasia, later called Broca’s aphasia after damage in the inferior left
frontal lobe, an observation then confirmed in 1871 when he himself drained an
intracranial abscess correctly identified by that specific language impairment
(Schiller, 1992).

The second case bringing fuel to the phrenology observations was that of the
German neurologist Carl Wernicke (1848-1905), who, in 1874, observed a similar
case as that of Broca’s except that his patient, victim of a stroke, could speak
fluently but couldn’t understand either spoken or written language, a condition now
called Wernicke’s aphasia. Wernicke found the lesion at the conjunction between
the left parietal and temporal lobe, an area now called Wernicke’s area (Wernicke,
1874)

The third and most famous case strengthening the view of Gall and Spurzheim was
that of Phineas Cage, an American workman who in 1848 after a gunpowder
explosion, got a crowbar driven through his left temporal lobe. Cage didn’t suffer
any major neurological defect but suffered from a severe change in personality. It
was though only after 12 years from his injury that Cage died from an epileptic
seizure and his physician J. M. Harlow, examining his skull could describe his
condition, correlate it to his personality change and publish his findings (Barker,
1995).

In short despite the fact that phrenology was a pseudo-science based on non-
empirical evidence, it succeeded in bringing forth its localization convictions thanks
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to the intriguing fascination its theory brought, but also thanks to the striking
personality of its founders.

“The fascination of the founders of phrenology does not lie only in their scientific
achievements; it also lies in their flamboyant lives as scientific adventurers. Gall was
a near genius, but he was also a shady 18" century sage, with his collections of
skull, and his strings of mistresses and wives, and his self promoting travelling
circus. He has been compared to the Italian super-quack and charlatan who called
himself Count Cagliostro. Spurzheim comes through as a more respectable figure,
with his virtuous wife, and his religiosity, and his very public fondness for horses
and dogs; it is no wonder that Spurzheim went over better than Gall in pre-Victorian
England. But like his master, Spurzheim was an adventurer, and like Gall he was
always on the take” (Simpson, 2005).

So due or not due to the catchy personality of his founders phrenology lived on in
the work of several other scientists, this time using more and more refined
explorative methods.

In 1870 the German born Gustav Fritsch and Edouard Hitzig, applying electrical
currents to the motor cortex of a dog, showed how this controls specific movement
of the body (Hitzig, 1904). 6 years later their findings were replicated in monkeys by
a Scottish physician, David Ferrier, who also showed that the somatosensory cortex,
like the adjacent motor cortex, is topographically organised (Ferrier, 1876).

2 years before Ferrier, on the other side of the Atlantic, the American physician
Robert Bartholow succeeded in stimulating the cortex of a patient suffering from a
comprehensive skull fracture showing how the position of the stimulating probe on
the motor cortex produced a muscle movement in a specific part of the body
(Valenstein, 1973).

The quest for the localization of brain functions continued then with German
neuroanatomist Korbinian Brodmann (1868-1918), who used staining techniques to
differentiate cell types in the brain. His study culminated in 1909 when he published
his view of the brain as divided into 52 distinct areas named Brodmann areas, a
cytoarchitectonic atlas still used today (Brodmann, 1909).

More than 50 years later, The American born Canadian neurosurgeon Wilder
Penfield (1891-1976) finally left no doubt that the brain is composed of several
specialised areas. His contribution to neuroscience came directly from clinical
practice. Together with his colleague Herbert Jasper (1906-1999), he treated
epilepsy patients by destroying the nerve cells from the area in which the seizure
originated, a technique called the Montreal procedure. An important pre-operative
part of the Montreal procedure was also to try to reduce possible side-effects. In
order to do so Penfield stimulated the brain of the still conscious patients, then only
under local anesthesia, with electrical probes, observing their responses. It was this
technique who made him develop a map of both sensory and motor cortex, called
the cortical homunculus. These maps, as Brodmann’s atlas, are still in use today
(Penfield and Jasper, 1954).



Penfield’s clinical observations leading to an evidence-based localization theory
were then confirmed by the Russian neuropsychologist Alexander Luria (1902-
1977), who derived his observations from studies on brain damaged soldiers during
World War II. Luria postulated that all behaviour is the product of an interaction of
different brain areas working together in synchrony (Luria, 1973).

While many clinicians and researchers were trying to unravel the secrets of the brain
using clinical observations, at the same time, others were trying to reach the core of
the brain working on the structure of the neuron. Two of the pioneers in this field
were Santiago Ramon y Cajal (1852-1934) and Camillo Golgi (1843-1926), both
awarded the Nobel Prize in Physiology or Medicine in 1906, despite being in
disagreement with each other. While Golgi developed a staining method giving him
the possibility to visualize several cells in a given area and making him believe that
they were all connected through a common cytoplasm, Cajal found this theory not to
be exact. In fact Cajal, studying less myelinated brain areas found out neurons to be
separated cells. In short, his “neuron theory”, considered the standing point of
modern neuroscience, claimed the relationship between nerve cells to be based on
contiguity, rather than on continuity, this last being instead Golgi’s standpoint
(Shepherd, 1991).

Nevertheless, despite countless studies and evidence, the debate about the location
of the mind went on for centuries. And it would probably come as a shock that the
first one to claim the mind emerges from the brain was Leonardo da Vinci (1452-
1519), who, as a matter of fact shocked his peers too, but would now be acclaimed
by most neuroscientists, and above all by Sir Francis Crick . Sir Francis Crick
(1916-2004), awarded the Nobel Prize in Physiology or Medicine in 1962, and a
molecular biologist turned neuroscientists, claimed the mind to be only a way to talk
about the brain’s functions (Crick, 1966). Leonardo couldn’t have said it better.

So for thousands of years, experiments in molecular biology, electrophysiology,
neuropathology, neurosurgery, and computational neuroscience, have tried to
disentangle the secrets of the brain and gave rise to neuroscience, as it is called
today. We had though to wait until 1971 for neuroscience to be considered a
scientific field. That was the date of the first annual meeting of the Society for
Neuroscience (established in 1969, and now with more than 40.000 members), held
in Washington, D.C. and attended by 1.396 scientists.

Parallel to the rise of neuroscience, cognitive science too started to put together all
the pieces of knowledge gathered during the 1950s and 1960s. What gave a new
boost to the field was even here, a meeting of scientists, taking place on September
11™ at the Massachussetts Institute of Technology. It’s here where George Miller
presented his famous article “The Magical Number Seven, Plus or Minus Two”
(Neisser, 1967), the same George Miller who only 4 years later shared a cab with
Michael Gazzaniga and gave a label to what came to become a never-ending
interaction between neuroscience and cognitive science.

Since then cognitive neuroscience has tried to provide an explanation on how the
mind emerges from the brain through the study on how neural substrates are



responsible for mental functions and behaviour. But despite the increasing advance
in technologies and in particular of neuroimaging techniques, there is still much of
controversy around such a complex research subject as the human brain.
Nevertheless, there is no controversy at all about what Aristotle once wrote: “For the
brain, or in creatures without a brain that which corresponds to it, is of all parts of
the body the coolest”. I guess every cognitive neuroscientist would agree on that.

2.2 Emerging memory: bringing our first Kiss to mind

It is said that the brain houses our personality. What we are is the product of our
life’s experiences, knowledge, and memories. It’s the same experiences,
knowledge, and memories that can be brought to mind as a conscious recollection,
as everything that can potentially be declared, as declarative memory.

So how can we consciously recollect our first kiss? Cause isn’t that so that you
never forget your first kiss?

In order to remember the sweetness of our first kiss, this information has to enter
long-term memory first and subsequently be successfully retrieved from storage.
In psychological terms what we do when we prepare a piece of information to
enter our memory is to convert it into a code, or to encode it, meaning that the
information gets processed before entering storage.

We can then consider the experience of our first kiss as an engram, also referred as
the sum of the changes in the brain that constitutes a particular experience. So in
short, the details about where we had our first kiss, its taste, the person we kissed,
if it was in daylight or under a night sky, all this information, either as episodic
(source or autobiographical memory) or semantic memory (encyclopedic or
conceptual memory) is processed, and distributed in different brain regions, each
specialized in a specific kind of information.

Luckily most of us can not only encode, but also store, and retrieve this
information successfully and can still enjoy the memory of that first kiss. But it is
important to bear in mind that an error can happen at any time, leading to the
disruption of our memory.

In order to understand how memory can easily be formed but as easily disrupted,
we are going to undertake a travel into the human brain, together with our
memories.

A basic feature of memory is that it is divided into short-term and long-term
memory.

Short-term memory retains information only for a limited period of time. After that
period this information is lost unless continuously rehearsed or entered into long-
term memory. Short-term memory can further be divided into immediate memory
and working memory. Immediate memory has two basic features: it is limited and
“persecuted by an integer” as George Miller wrote on his seminal paper “The



Magical number seven, plus or minus two: some limits on our capacity for
processing information” (1956). What Miller found out and which came to be a
measure of immediate memory is that when a subject is given an increasing
number of stimuli to discriminate, it is possible to discern the point in which
confusion starts, even called one’s “channel capacity”. This point is then proposed
to be somewhere near seven, and called “the span of absolute judgment” (Miller,
1956). In sum, immediate memory has limited capacity of more or less seven items
and it persists for less than 30 seconds. For those memories to be retained they
have to be sustained in working memory, considered an extension of immediate
memory. Finally those memories can be stored in long-term memory. While
working memory is dependent of the sustained attention given by the top-down
action of the frontal lobes, long-term memory is very much dependent on the
medial temporal lobe system, which is both needed at the time of exposure and
during a period of reorganization until the long-term representations are finally
stored in the neocortex. In other words, if the consolidation of long-term memory
is very much dependent on the medial temporal lobe, the final site of those
memories (with some exception we will discussed later) is in the same areas of
neocortex which perceive and process what is to be stored in memory, i.e. in their
corresponding motor and sensory systems (for a review see Martin A, 2007).

The medial temporal lobe includes the amygdala, the hippocampus, and its
adjacent areas such as the entorhinal cortex, the perirhinal cortex, and the
parahippocampal cortex. The hippocampus, and its surrounding cortex are the
areas crucial for the formation of declarative memory. The amygdala, on the other
hand, is not essential for declarative memory, but has a crucial role in regulation of
emotions and is important for emotional memory.

The hippocampus receives mainly information from the entorhinal cortex which in
turns receives most of information from the perirhinal and parahippocampal
cortex. All those areas receive and send information to a broad extent of other
areas, the same ones that are responsible for the perception of what has to be
stored and that finally keeps it in storage.

In sum, the saying: “what goes around comes around” fits perfectly as a definition
of long-term memory.

Here the medial temporal lobe acts like a funnel in the transition between
perception and memory. In other words, and to get back to our first kiss: the
information is first processed and coded by areas of the neocortex specialized in
the recognition of certain features (e.g. taste, movement, touch, and so on). This
means that neural activity has to occur in those areas together with the sustained
attention given by the frontal lobes. At the same time, the information processed
by those different cortical areas projects into the parahippocampal, perirhinal, and
entorhinal cortex, and enters the hippocampus by way of the dentate gyrus, the
areas CA3 and CAl, and eventually exits by the subiculum and through the
entorhinal cortex reaches the original areas of the neocortex for storage.



So, the memory of our first kiss takes several steps to get fixed in our memory, and
it’s during any of those steps that memory is still considered vulnerable and can be
disrupted. It is now widely known from studies of brain injured patients that a
lesion in the medial temporal lobe can impair all declarative memory even if
perception is spared. In particular, a damage to the hippocampal formation disrupts
the formation of new memories but can even affect memories acquired before the
damage. In particular it seems that a damage to the CA1 region of the
hippocampus disrupts any contribution of the hippocampus to the formation to
long-term memory. Even more interestingly, a damage to the cortex surrounding
the hippocampus, such as the perirhinal and parahippocampal cortex seems to
affect memory even more than a direct damage of the hippocampus itself (for
further reading see Squire and Kandel, 1999). So much for the memory of that one
first kiss.

2.3 Independently dependent: semantic and episodic memory

It was the neuropsychologist Endel Tulving who not only introduced the notion of
semantic memory but who also defined it as “the memory necessary for the use of
language”, in contrast to episodic memory defined as the memory for “temporally
dates episodes or events, and the temporal-spatial relations among them” (Tulving,
1972). So when while in New York City we remember that we have been there on
vacation one year ago, we rely on episodic memory, while knowing that New York
is called the Big Apple is a knowledge coming from semantic memory, even
denominated the memory for encyclopedic information or general knowledge
about the world. Both types of memories are declarative, meaning that they are
retrieved as conscious recollections but if episodic memory requires the
recollection of a prior experience storing spatial and temporal landmarks
identifying when and where the event occurred, semantic memory does not
(Tulving, 1985). After Tulving’s distinction between the two kinds of memory
much of neuropsychological research has focused on finding neuropsychological
and neuroanatomical proof for his theory. Among other things semantic
knowledge was found to accumulate in cortical sites under the support of the
medial temporal lobe. In contrast episodic memory was found to require the same
cortical sites together with the medial temporal lobes, under the supervision of the
frontal lobes. So the frontal lobes are crucial for maintaining the coherence of an
episodic memory, as they function as a “top-down” controller making sure to bias
neuronal activity in sensory cortex towards the right sensory information. It’s this
action of the frontal lobes that virtually define the uniqueness of the event to be
remembered (for a review see Squire and Kandel, 1999).



Moreover several studies have pointed out how episodic memory (once
established) is much more dependent on the intactness of the medial temporal
lobes while semantic memory is not.

For example it has been shown that patients with damage in the medial temporal
lobes suffer from severe impairment of episodic memory, affecting both
anterograde and retrograde memories. Moreover they seem to have no ability to
create new memories and show impaired premorbid episodic memory ranging
from several years (Bayley et al, 2006) to the whole lifespan (Rosenbaum et al
2008). On the other hand the same group of amnesics has its premorbid semantic
memory mainly intact apart for the knowledge acquired during the immediate
premorbid period (Manns et al, 2003). This notion supports then the initial idea
postulated by Tulving that semantic and episodic memory are two distinct entities
and in particular that if episodic memory relies on the intactness of the medial
temporal lobes, semantic memory relies on a healthy neocortex. Nevertheless
while many researchers have tried to confirm Tulving’s theories, others have
focused on the interedependence of the two memory types. To tell the whole truth
even Tulving already in 1972 observed that the formation of episodic memory is
affected by information found in semantic memory. This view is also shared by the
SPI model (Serial encoding, Parallel storage and Independent retrieval). The SPI
model claims that the information is processed serially, starting from the
perceptual system, passing through semantic memory, to eventually become
episodic memory and thus can be stored in parallel and retrieved independently
(Greenberg and Verfaeille, 2010). Similarly other researchers have claimed that
the formation of semantic memories is dependent on the context in which they are
generated (Reder et al, 2009; Mayes and Roberts, 2001). Nevertheless Tulving
(1983) claimed that this interdependence is not always present but it is possible to
discern situations at encoding and retrieval, in which it is present and others in
which it is not. Several studies have shown that in normal controls episodic
memory facilitates the formation of semantic memory together with the
consolidation of those memories in the neocortex, while other studies claim that
semantic memory facilitates the formation of episodic memories (Greenberg and
Verfaeille, 2010). This latter view seems in particular confirmed by research on
dyslexia, SD and aphasia which have shown that impaired semantic scaffold, at
least in the verbal modality, impairs the acquisition of new episodic memories
(Graham et al, 2000; Kinsbourne et al, 1991; Ween et al, 1996). In another study
Greenberg et al (2009) studying autobiographical memory, showed that in normal
subjects episodic memory helps to successfully retrieve semantic memories by
providing a more organized access route. Similarly Westmancott et al (2004)
showed that in patients suffering from medial temporal lobe amnesia episodic
memory was impaired and this reduced successful semantic retrieval. Moreover a
longitudinal study on autobiographical memories has shown that impaired
autobiographical recollection reflects the worsening of semantic memory (Maguire
et al, 2010).



In short episodic and semantic memory seems to be interdependent at the time of
acquisition as well as episodic memory helps retrieve semantic information and
semantic information constitutes the base of complex episodic memories.

So what do we measure when we create a cognitive task? Are we sure we are
targeting the right memory storage? And if semantic and episodic memory are
actually interdependent, how can we disentangle the one from the other? This is
also one of the challenges of brain research.

2.4 “Our mental thesaurus”: semantic memory

With the risk to seem obsessed with the object of my quest, I dare to repeat that
semantic memory is the site of our conceptual knowledge, the storage site for
objects, word meaning, facts and people, without the need for landmarks for time
and place (theoretically). In other words, and to give an example, when we
encounter a Bipedal Dragon we know that it belongs to the order of the Scales
Dragons who in their turn belong to the subclass of the Lizard Dragons.

That’s semantic memory. Nevertheless and although we now know what semantic
memory is, “the search for the neuroanatomical locus of semantic memory has
simultaneously led us nowhere and everywhere” (Thompson-Schill, 2003).
Traditionally, and as we have discussed briefly previously, semantic memory is
retained to reside in those regions overlapping or even corresponding to the
regions for perceiving and acting, and thus distributed in neocortical sites. So,
following this theory, our memory of the Bipedal dragon will be stored in
proximity of brain areas that analyze visual stimuli concerning its visual features,
close to brain areas involved in analyzing movement as for its manner of moving
and flying, its description near language brain regions like for example the
perysilvian areas, and so on. This view has led many investigators to put forward
different theories, like for example the Sensory/Functional Theory (SFT)
(Warrington and Shallice, 1984; Warrington and Mc Carthy, 1987), the
Hierarchical Interference Theory (HIT) (Humphreys and Forde, 2001), the
Organized Unitary Content Hypothesis (OUCH) (Caramazza et al, 1990; Hillis et
al, 1990), the Domain-Specific Knowledge Hypothesis (DSKH) (Caramazza and
Shelton, 1998; Mahon and Caramazza, 2003), the Sensory-Motor Model of
Semantic Knowledge (SMMSK) (Gainotti, 2000), and finally the Conceptual
Structure Account (CSA) (Tyler et al, 2000; Tyler and Moss, 2001; Moss et al,
2002). The SFT claims that our categorical organization in the brain derives from
sensory and functional attribute channels, meaning that visual (sensory) and verbal
(functional) semantic attributes are the main channels by which we acquire and
store semantic memory. In particular this theory points out that deficits in
accessing semantic memory are due to an impaired neuromodulatory system, while
deficits in storage are caused by damage to neurons encoding semantic cues (Gotts
and Plaut, 2002). The HIT, instead focuses mainly on visual encoding and it states
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that visually alike items are encoded and positioned in anatomical proximity, thus
encoded as a group. It’s from this organization that categories emerge. A similar
theory, the OUCH states that highly correlated items are represented in the brain in
contiguous regions leading to a categorical organization. A fourth hypothesis, the
DSKH, claims that categories which are evolutionarily important are selectively
encoded in different brain regions. All the four theories abovementioned are all
cognitive derived models even though with neural constraints, i. e. with non
specified anatomic correlates. The SMMSK and the CSA are instead theories
whose cognitive models are derived together with neuroanatomical correlates. The
SMMSK’s main focus is on sensorimotor information stating that this information
is stored in dedicated brain regions. This theory claims that action and action
names are represented in the left prefrontal and frontal lobes, artefacts in the left
frontoparietal lobes, and biological entities in the anteromesial and inferior
temporal lobes. Finally, the CSA model suggests that objects are represented by
overlapping patterns of activation across features that constitute the object.
Moreover, feature representations have two main characteristics: correlation, or
how features are shared across items and thus indicating their membership to a
certain category, and distinctiveness, or the degree of discrimination a feature has
for the unique identification of the concept. Neuroanatomically speaking this
theory relies mainly on the left hemisphere (Tyler et al, 2003). Last but not least
the CSA hypothesis claims an involvement of the perirhinal and entorhinal cortices
in the integration of features into objects. Those hypotheses, while focusing on
different features, all sustain an idea of semantic memory as distributed in
neuronal networks, even called by Patterson et al (2007), the distributed-only
view. The same group contrasts this view to the proposal of a distributed-plus-hub-
view. Their main claim for the existence of a semantic hub is the nature and
central role of semantic memory, i.e. to generalize across concepts with similar
semantic meaning but not necessarily similar attributes. Thanks to this feature of
semantic memory, we can generalize across concepts with different attributes.
Taken this into consideration, Patterson et al (2007) claim that semantic memory,
in order to yield the ability to reach higher order generalization, must rely on
something more than a network of modalities. They propose then the idea of a
semantic hub.

This idea is though not entirely new as already Damasio’s group (Damasio, 1989;
Damasio et al, 1996; Tranel et al, 1997; Damasio et al, 2004) proposed the
presence of a convergence zone associating different concepts. The hypothesis
postulated by Damasio and co-workers is then the existence of multiple specialized
convergence zones, each being important for representing different semantic
category. Nevertheless Patterson’s idea, in contrast with Damasio’s theory,
proposes a single semantic hub supporting the activation of a concept in all
modalities and for all semantic categories. Following this assumption then damage
to the hub should produce a semantic deficit independent on the modality of input
and output while implicitly claiming that such a generalized impairment could
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never be caused by a focal brain injury. The authors place this hub in the anterior
temporal lobe (ATL) bilaterally, and base their theory on studies on SD, a clinical
condition characterized by a selective impairment of semantic memory only
affecting all modalities of reception and expression for all kinds of items, and by
atrophy of both ATLs, especially at the temporal pole (I will discuss SD more in
depth later on) In conclusion we can’t do anything but agree with the assumption
that the quest for the locus of semantic memory has led researchers everywhere
and nowhere. Much has to be enquired and yet understood. We start with making a
picture of semantic memory.

2.5 Imaging semantic memory

The search for the locus of semantic memory has taken great advantage from
functional neuroimaging techniques such as Positron Emission Tomography (PET)
and functional MRI, used to monitor cerebral activation while asking the
participants and/or patients to perform different semantic tasks. First of all it has
been shown that object properties are thought to be stored throughout the brain in
their corresponding sensory and motor systems, and that one well known category-
specific brain area is the lateral/medial fusiform gyrus, now widely considered the
area for the distinction animal/tool (Martin, 2007). Another study focusing on the
contrast between motor-based knowledge and abstract properties (function or
context of use) of objects and using a visual functional MRI (fMRI) paradigm
showed activation in the left frontoparietal network, this including the intraparietal
sulcus, the inferior parietal lobule, and the dorsal premotor cortex, while the
reverse contrast showed activation in the retrospinal and in the lateral anterior
inferotemporal cortex (Canessa et al, 2008). Several other studies have
investigated the locus of action conceptual knowledge, even finding that the mere
mental representation of the interaction with certain objects shared the same
activation of premotor regions as in a condition in which the subjects moved an
arm or a foot for real (Esopenko et al, 2008). This result was also confirmed by a
prime study in which words (prime) referring or not to an action were presented
briefly before a congruent sound or a sound not related to the prime, showing an
activation of the left inferior frontal and left middle temporal gyrus when a
congruent condition was presented (Galati et al, 2008). Other studies have taken a
computational approach. In one study, Grossman et al (2007) contrasted complex
nouns, i.e. concepts defined by many features, with nominal entities, i.e. concepts
directly defined by diagnostic features. Greater bilateral superior temporal and left
prefrontal activation was found for complex nouns while bilateral medial parietal
and right inferior parietal regions showed greater activation for nominal nouns.
Another well enquired area of the semantic memory system is the contrast between
concrete and abstract words. One study by Goldberg et al (2007) enquired the
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different patterns of brain activation between perceptual and abstract properties
about animals and found an increased engagement of prefrontal areas for abstract
properties. Interestingly another study (Zahn et al, 2007) compared social concepts
with abstract animal properties and found activation of the orbitofrontal cortex and
medial frontal cortex, both areas thought to be involved in social cognition, and of
the anterior temporal area, considered as a possible hub for high-order semantic
processing as suggested by Patterson et al (2007) who find confirmation to their
theory above all from PET studies. As a matter of fact, functional PET scans have
showed ATL activation during different semantic tasks such as category fluency
(Mummery et al, 1996), object naming (Price et al, 2005), category verification
(Rogers et al, 2006), and finally word recognition (Bright et al, 2004). Moreover
the left temporal pole seems to be engaged in deciphering real speech versus
meaningless speech and in reading coherent text versus meaningless visual
conditions, those results confirmed by both PET (Crinion et al, 2003; Scott et al,
2000) and fMRI scans (Lindenberg and Scheef, 2007). So, the function of the ATL
in supporting semantic memory is no longer questionable, nevertheless there is no
general consensus on its specific role in sustaining semantic memory. Other
theories see the ATL as the site for the knowledge of specific entities like for
example familiar faces and places (Damasio et al, 2004; Tranel, 2006), or as a
store for general information (Frith, 2007; Olson et al, 2007; Zahn et al, 2007;
2009). Nevertheless other findings seem to point in other directions. First, lesion
studies done using a 10 minute repetitive Transcranial Magnetic Simulation
(rTMS) on the ATLs don’t necessarily indicate to produce a neuropsychological
“virtual lesion” specific for the ATLs (Simmons and Martin, 2009). Secondly most
of the evidence of the ATLs pivotal role in semantic memory is based on studies
on SD, a condition in which pathology is not restricted to the ATLs but often
extends to the amygdala (Noppeney et al, 2007), and the frontal lobes (Brambati et
al, 2009). Moreover it has been shown that semantic memory impairment equally
correlates to pathology in the ATLs but also in the posterior regions of the
fusiform gyrus (Williams et al, 2005). Thirdly it has been shown that when an
anterioral temporal resection is needed to treat epilepsy, this seldom leads to
generalized semantic impairment (Drane et al, 2008) but mostly to specialized
semantic deficit such as person-specific information, and impaired name and
familiar landmarks recognition (Fukatsu et al, 1999; Glosser et al, 2003; Tsukiura
et al, 2003; Drane et al, 2008; Tranel, 2006). In any case, whether the ATL is the
site of generalized conceptual knowledge or of more specific one, it seems that it
has to be bilaterally damaged to generate “significant, clinically notable”
disruption to semantic memory (Lambon Ralph et al, 2010).
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2.6 Semantic memory made unconscious: semantic priming

Semantic priming is defined as an improvement in the ability to identify items or
concepts after a previous experience with semantically related ones, or as a
behavioural change as the result of a repeated presentation of a stimulus. For
instance, after hearing the word “chair” in an experimental setting, we will react
faster to the word “sofa” than to the word “dog”. According to the network model of
semantic memory described by Collins and Loftus (1975) words or lexical entries
are represented by nodes and these nodes are connected to each other by many
different relationships. When a stimulus item is presented to a subject, the
corresponding node is activated and this activation spreads automatically to related
nodes, causing these nodes to be activated (and therefore making corresponding
words more easily recalled) for a limited period of time. For example, in a
semantic network, the word “PhD student” will be semantically related (and
therefore connected) to the words “mean editor”, “congress”, “researcher”, and so
on, but semantically unrelated to the words “mental health”, “rest”, and “normal
life”.

Priming’s main feature is that it is unconscious. In one of their first pivotal studies
on priming, Mitchell and Brown (1988) presented young subjects drawings of
common objects twice, the second time mixed with new drawings. When asked to
name the drawings as fast as possible the subjects implied 0,9 seconds to name
new drawings but 0,8 to name drawings already encountered, showing a priming
effect that could be labelled as perceptual. Nevertheless the automatic nature of
semantic priming had already been proved 7 years before by Milberg and
Blumstein (1981) who showed that semantic priming is intact and automatically
activated even in patients with severe language impairment such as Wernicke’s
and Broca’s aphasics.

Another key feature of priming is that it seems to persist for a very long time, as
long as 7 days and even in amnestic subjects, as showed by Cave and Squire
(1992), this confirming the theory that priming relies on its own brain system,
independent on declarative memory. As a matter of fact the study of amnestic
subjects has given researchers the opportunity to disentangle priming from
declarative memory. In the description of their famous and profoundly amnesic
patient E.P., Hamann and Squire (1997) reported fully intact priming in the
presence of at-chance recognition memory, pointing out once again the
independence of priming from conscious recollection. The fact that semantic
memory would rely on both a conscious and an unconscious system doesn’t seem
very adaptive but according to Squire and Kandel (1999), it is actually the
contrary. According to their theory priming evolved to improve the speed and the
efficiency of an organism when interacting with a familiar environment and it’s
probably useful as we were born in world in which stimuli encountered once will
be encountered again and again. So if we go back to what described before we can
assume that a priming effect will affect the priming network creating a group of
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silent neurons while others are activated, and that less neuronal activity will be
required, as a consequence of the previous encounter with an item of similar
semantic meaning.

Let’s have a look.

One of the most common findings in neuroimaging studies of priming is a reduced
hemodynamic response for primed stimuli in comparison to unprimed ones (see
Schacter and Buckner, 1998 for a review), a phenomenon historically called
“repetition suppression”. From these findings we can hence infer some
generalisations. First brain regions showing repetition suppression are in general
restricted to the stimulus type, and here lower hemodynamic response is thought to
be due to faster processing of primed stimuli, even called “hot tubes”. Secondly
repetition suppression can be detected in different brain regions suggesting the
presence of a facilitated pathway between stimulus and response. Nevertheless a
third generalisation states that not all regions associated with a particular stimulus
or/and task are facilitated, for example it is now known that decreased
hemodynamic response is not seen in early visual regions and late motor regions in
visual-motor tasks, this suggesting that not the all pathways are facilitated
(Henson, 2003). Priming can be of different kinds but for the purpose of this thesis
we will focus on semantic priming. Semantic priming can be explained with two
models: the automatic spreading of activation described by Collins and Loftus
(1975), and the strategical/attentional effects by Posner and Snyder (1975). In
particular strategic effects are thought to increase as the proportion of primed task
pairs increase (Neely, 1991). Strategic effects were enquired by Mummery et al
(1999) using PET in a lexical decision task in which the prime in related and
unrelated conditions was presented for 50 ms. The brain regions in which
hemodynamic response decreased with the proportion of related pairs presented
were the left anterior temporal lobe and the anterior cingulate. Nevertheless it is
hard to disentangle strategic effects from automatic ones even if as a rule of thumb
it is now widely accepted that priming tasks using stimulus onset asynchrony
(SOA) shorter than 250 ms unfold automatic spread of activation while those at
longer SOA reflect strategic effects (Neely, 1991). In order to investigate the
nature of semantic priming processing at long and short SOA, Rossell et al (2003)
used an event-related fMRI paradigm in which SOA of 200 ms and of 1000 ms
were compared in a lexical decision task. The results showed repetition
suppression in the left anterior temporal cortex for both SOAs and thus no effect
difference. This contrary to an ERP experiment performed under the same
conditions which did show a SOA effect, where priming effect were found to onset
60 ms earlier for the long SOA, this probably showing how strategic effects affect
the latency of neural activity rather than the magnitude. So how can we
disentangle one effect from the other using different paradigms? It is important to
bear in mind that enquiring semantic priming at such short SOAs through the
recording of hemodynamic response is not optimal as the recorded response will
be the aggregate of the prime and the target and not merely a semantic priming
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effect. A way to avoid this problem in temporal response is to make use of EEG
ERP paradigms. The EEG, which we will describe more in depth later on, is a non
invasive measure of cortical and subcortical brain activity recording synchronic
neural activity through electrodes placed on the scalp. ERP, in its turn, is defined
as the sum of positive and negative deflections at a particular point in time and
with a particular strength, reflecting the processing of a particular stimulus (Gunter
et al, 1998). In this sense ERP EEG paradigms are much well suited to study
automatic spread of activation. A well known component of ERP EEG is the
N400, a negative going deflection peaking around 400 ms post-stimulus onset and
at its max over centro-parietal areas, now even widely considered as the brain
response to meaningful stimuli, like for example words (Kutas and Fadermeier,
2009). Bentin et al (1985) was one of the first investigating priming during an ERP
paradigm. In their ERP priming paradigm with semantically related and unrelated
pairs, they could show a larger (in amplitude) N400 effect for words preceded by
an unrelated word. Despite the well studied and defined N400 effect, the literature
is still in disagreement about its role as indicating automatic (Boddy, 1986;
Anderson and Holcomb, 1995) or controlled processing (Besson et al, 1993;
Neville et al, 1989; Brown and Hagoord, 1993; Chwilla et al, 1995). Although
much has to be studied and proved the NP400 effect remain the perfect candidate
for the study of semantic processing using ERP EEG, and thus it has been our
method of choice in order to study automatic semantic processing.

3. STUDYING THE BRAIN: A CHALLENGING
NIGHTMARE

“Compared with the elegant simplicity of the structure of the DNA, the tangled
wiring of the brain is a nightmare” (Quartz and Sejnowski, 2002).

We tend to believe that all brains are alike but it is, unfortunately for a brain
researcher, a false belief. As each human being is the product of his/her genetic
make-up, is brought up in a specific environment and is moulded by different
experiences, the architecture of each person’s brain is unique. So, we do dance to
our DNA’s music and we are under the influence of the Genetic Despot but the
brain is a democracy and the world gets a vote, as elegantly expressed by Quartz
and Sejnowski in their book “lovers, liars and heroes™ (2002). Through the study
of monozygote (nearly genetically identical) and heterozygote (sharing some 50 %
of their genes) twins, those assumptions have been confirmed. MRI studies have
shown that 81% of our intracranial volume is hereditary (Baaré¢ et al, 2001;
Carmelli et al, 1998; Pfefferbaum et al, 2000) as well as 66 to 97 % of the total
brain volume (Baaré et al, 2001; Bartley et al, 1997; Pennington et al, 2000;
Wright et al, 2002). More specifically it seems our genes are responsible for 82 %
of our brain’s grey matter and 88 % of its white matter (Baaré¢ et al, 2001), as well
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as for 65% of the volume of each hemisphere (Geschwind et al, 2002). The same
applies to 88% of cerebellar volume (Posthuma et al, 2000), and 79 to 94% of the
corpus callosum (Pfefferbaum et al, 2000; Scamvougeras et al, 2003). On the other
hand the environment too holds its shares. The same twin studies have shown that
our unique interaction with the outside world accounts for both the overall gyral
patterning of the cortex (Bartley et al, 1997; Eckert et al, 2002) and for the volume
of the lateral ventricles as well as for vaste grey matter and white matter areas in
their surroundings (Baaré et al, 2001; Wright et al, 2002, Hulshoff Pol et al, 2006).
Moreover, and very interestingly, it seems that only 40% of the hippocampus is
under the control of our DNA (Sullivan et al, 2001). And not only that, the
hippocampus, and in particular the dentate gyrus were the first two areas of the
brain discovered to undergo a life-long neurogenesis (Eriksson et al, 1998). This
knowledge is of course very intriguing as, as we discussed previously, the
hippocampus and its adjacent areas are of outmost importance for the formation of
long-term memories. In sum we now know that our overall brain volume is under
the control of our genes but also that unlike them, medial regions are largely
influenced by the environment we interact with. And it’s not even the whole story.
Because the brain is not only the product of nature and nurture, it is also plastic,
meaning that it can be cortically remapped during a whole life. Differently from
the old knowledge that cortical areas are unchangeable after development with the
only exception of the hippocampus and the dentate gyrus, we now know that the
entire brain undergo plastic changes during childhood, adulthood, and even in old
age (Boyke et al, 2008). Nevertheless it has taken science 60 years to prove fully
what already formulated in the late 40’s by the Polish neuroscientist Jerzy
Konorsky (1948) and one year later by the Canadian neuropsychologist Donald
Hebb (1949). In particular, what we now it is widely known as Hebbian learning
states that “when an axon of cell A is near enough to excite cell B and repeatedly
and persistently takes part in firing it, some growth process or metabolic change
takes place in one or both cells such that A’s efficiency, as one of the cells firing
B, is increased”. More simply we can say that “neurons that fire together, wire
together”, a statement known as Hebb’s Law. Although many studies have
confirmed not only that neural networks change their firing patterns dependently
on experience but also that experience change their organization (Jenkins et al,
1990; Merzenich et al, 1990; Nudo et al, 1990; Nudo and Milliken, 1996;
Rauschecker, 2002; Nudo, 2006). The more striking evidence of brain plasticity
comes from imaging studies on subjects with a particular expertise, like for
example, musicians.

The study of professional musicians is a very powerful tool when it comes to
explore how the brain can be modified by long-lasting and hard training. Let’s for
a minute think about which huge amount of training would be necessary for a
pianist to be able to perform the Rach 3, Sergei Rachmaninoft’s Third Piano
Concerto, considered by many as the most difficult piano piece in the world. The
Rach 3 running for about 45 minutes and requiring a full orchestra, is the piano
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piece that contains more notes per second than any other musical piece. Moreover,
its solo core, called the Ossia Cadenza, comprises the astonishing number of 70
notes per measure. Evolution doesn’t make virtuosos so in order to achieve such
amazing finger speed it is no wonder that the brain has to be re-shaped. The first
seminal study in this direction was that by Elbert et al (1995) who investigated
somatosensory evoked magnetic fields in string players finding that their cortical
representation of the fingering hand (left hand) was larger than in non-musicians.
Other studies in this direction have focused on the re-shaping of the auditory
system. On the assumption that tones become music only when they are structured,
researchers presented professional musicians and controls a series of 1.200-Hz
tones occasionally interrupted by a 1.500-Hz tone in order to see if the tone
mismatch leads to an ERP mismatch negativity (MMN), a marker of the pre-
attentive detection of irregular sequences in auditory stimuli. Musicians showed a
MMN in absence of any attention for tones mistimed by only 20 ms in a sequence
of regular tones and even for impure chords presented among perfect major
chords, this indicating a re-shaping of the auditory cortex to enable for automatic
fine tuning (Miinte et al, 2002). Thanks to advances in neuroimaging techniques it
is now known that all those musical skills translate into different structure and size
in brain areas such as the planum temporal, the anterior corpus callosum, the
primary hand motor area, and the cerebellum, in short involving an increase in
grey matter in areas involving both motor and auditory processes (Miinte et al,
2002).

In sum we know from decades of brain research that all brains are not exactly the
same, or, as David Eagleman rightfully wrote “Brains are more like fingerprints:
we all have them, but they are not exactly alike” (Eagleman D, Sydney Morning
Herald).

This lasting statement expresses perfectly what is the most dangerous curse and
yet the most gifted blessing of studying the brain.

4. IMAGING THE BRAIN

4.1 Magnetic Resonance Imaging

The discovery and clinical applications of MRI have led to two different Nobel
Prizes. The first one, a Nobel Prize in Physics was given to Bloch and Purcell in
1958, for their first successful nuclear magnetic resonance experiment in
condensed matter. The second Nobel Prize, and this one in Medicine or
Physiology, was awarded in 2003 to Lauterbur and Mansfield, for their discovery
on how to make the Nuclear Magnetic Resonance to create an image. It is thanks
to this later application that we can know look into the mystery of the brain in vivo.
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In his first seminal paper Paul Lauterbur mentioned the potential applications of
the newly discovered technique, from the study of various inhomogenous objects
to the generation of pictures from the distribution of stable isotopes, and finally to
the generation of field gradients that large to be able to create images of soft
tissues using water resonance, this leading to the possibility to study malignant
tumours in vivo (Lauterbur P, 1973).

Nowadays what can be done with an MR scanner and its applications, from
specific sequences, to imaging processing, is much more complicated and exciting
than what was feasible at its very birth.

4.1.1 The basics of ever-present magnetic attraction

Despite the fact that the MR system can seem to be an intricate labyrinth made of
complex physics laws, its core is one and only one: the superconductive magnet,
ranging in strength from 1.5 Tesla to up to 7 Tesla for clinical and research
purposes on humans. The superconductive magnet is always on but it also requires
to be constantly cooled down by liquid helium, in this case used as a crycogenic
cooling system. In theory, the stronger the magnetic field, the better the signal-to
noise-ratio (SNR). SNR, as we will later discussed, a very important parameter for
image quality, is a measure of the contamination of the signal, by noise, like for
example artifacts, or inhomogenities problems, like differences between the
magnetic properties of different tissues or air-filled cavities. Thus, even if the SNR
gets theoretically better with greater field strength, other factors contributes to its
offset.

But the superconductive magnet can’t make it all alone.

As the music produced by an orchestra is the coordinated sum of different stems,
so it is an MR examination, where the diagnostic information about the scanned
patient is the result of a priori determined inputs and outputs working as a unity.
First the magnetic field (z) which is aligned with the Earth’s magnetic field is
knocked out of alignment by a specific pulse sequence, a combination of
radiofrequency pulses (RP), and gradient pulses (GP). Different sequences are
used for different purposes, but they all have in common two modifiable
parameters: repetition time (TR), and echo time (TE). TR is considered as the time
between two successive pulse sequences applied to the same slice. TR is not only
an important factor in scan time, but its variation has also an important effect on
image contrast. TE is the time in millisecond between the application of a pulse
and the peak of the returning signal: the echo signal. The information about the
patient’s tissue thus consists of its response to RF pulses generated by a transmitter
coil, and the produced MR signal detected by a receiver coil. Nevertheless in order
to produce images of a particular area, the MR signal has to be localized exactly in
that area. This is attained through the use of gradients, whose scope is to generate a
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variation in magnetic field strength throughout the body. Those fields are produced
by specific electrical pulse applied through three gradient coils, one for each
direction (X, y, or z).

When it comes to enquiring the brain, there are three basic examinations: Proton
Density (PD), sagittal T;-weighted, and axial T,-weighted images. Those different
contrast images can be obtained using specific sequences in which both TR and TE
are controlled. More specifically, after the first RF pulse is initiated, the
magnetization gets back to its starting position through two different relaxation
processes: spin lattice, or Ty, and spin-spin, or T, relaxation time. The detected
signal is then captured either as a Spin Echo (SE) or Gradient Echo (GE). SE
sequences start with a 90° pulse, in which TR is then the repetition time between
two 90° pulses and TE the time between from the pulse to the echo. SE which can
produce T, T», or PD-weighted images gives good image quality but requires long
time to be acquired. In order to speed up the scanning time, Fast Spin Echo (FSE),
even called Turbo Spin Echo can be used. GE sequences too produce both T, T,
(the combined T, and field inhomogenity), and PD-weighted images, but unlike
SE sequences, they start with an angle which is previously chosen but always less
than 90° , even called a flip angle a. GE sequences are faster than SE ones but they
are more influenced by inhomogenities and timing parameters. The more used and
basic contrasts images in brain examination are T; and T,. T; images, even known
as anatomical scans have a short TR and a short TE. As a consequence of the
proton density of different tissues, in T; images fluids are very dark (long spin
lattice relaxation), water-based tissues are grey (midrange spin lattice relaxation),
and fat-based tissues are very bright (short spin lattice relaxation time). The
contrary applies to T, (or T)) images, even called pathology scans, which controls
the decay of the signal in the transverse plan, and require long TR and long TE.
Here fluids have the longest spin lattice time, water-based tissues, midrange, and
fat-based tissues, the shortest time. In T, images abnormal tissue is bright and
normal tissue, dark.

As previously mentioned, the quality of the image produced is very much
dependent on a good SNR. Considering the SNR of an MR image, the signal is
then the pixel or voxel brightness in the image while the noise is the sum of the
random differences in pixel values. More specifically: an MR image consists of a
finite amount of signal as the result of the tissue of interest and the sequence of
choice. When the signal from the patient’s tissue is recorded, it has to be divided
amongst the voxels (each with a different number of protons!) the image consists
of. The noise seen in the image, is then the product of random fluctuations in
electrical currents within human tissues, like for example in nerve conduction. In
sum, in an MR image, the individual voxel will contain a mixture of both signal
and noise. Size parameters affecting the signal are slice width and Field of View
(FOV), increasing them, increases the signal and thus the SNR. In short: doubling
the slice width, doubles the SNR, while halving the FOV while keeping the same
image matrix will quarter SNR. In its turn averaging parameters such as number of
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signal averages, phase-encode and frequency-encode matrix size, affects noise
with an inverse square root relationship. So, to sum up, how is an MR image
acquired? Firstly the magnetic field is knocked out of alignment and 2D slices are
produced by a combination of RF pulses (with a priori chosen TR and TE) and
simultaneous slice-select gradient. Secondly, the in-plane signal is encoded using
both phase-encoding and frequency-encoding gradients. Here every possible
spatial frequency is collected before the data, known as k-space, is Fourier
transformed in order to produce an image. K-space is then the temporary image
space (a matrix) in which the raw data from the MR signal is stored and a Fourier
transform is the mathematical form applied to process the data in order to
reconstruct an image (for further reading see McRobbie et al, 2003).

So now that we have unraveled the basic tunes of the MRI orchestra we can go
further to examine how MRI can take us to a journey in the intricate machinery of
the brain.

4.1.2 The shape of the brain: Voxel-Based Morphometry

Morphometry is defined as the measurement of an external form, in this case the
shape of a brain. Morphometric methods are then a way to statistically identify
structural differences among different populations or to find correlations between
brain shapes. There are broadly speaking two different approaches to brain
morphometry: one which deals with differences in brain shape and the other which
deals with differences in the composition of brain tissue after macroscopic
differences in shape have been discarded. While the former method uses
deformation fields as a result of spatial normalisation, the latter compares images
in a voxel fashion after the deformation fields have been used to normalise the
images. Two methods to study the brain using deformation fields are deformation-
based morphometry (DBM) and tensor-based morphometry (TBM). In comparing
groups while DBM uses deformation fields to identify differences in the relative
positions of structures within the subjects’ brains, TBM identifies differences in
the local shape of brain structures. The second class of methods applied to a
normalised image is called VBM, now widely considered the best approach to
address small-scale differences like for example comparing patient groups whose
condition is rare.

VBM implies those following steps: 1. spatial normalisation of all the images to
the same template, 2. extracting grey matter, white matter, and cerebrospinal fluid
from the normalised images, 3. smoothing, 4. perform statistical analysis to find
group differences whose output is in the form of a statistical parametric map.
Spatial normalisation implies that all the data is transformed into the same
stereotactic space through the registration of each image to a template. There are
two important issues to take into account when applying spatial normalisation: the
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first is that normalisation doesn’t aim to match exactly every cortical feature but to
correct for brain differences and the second is that spatially normalised images
should be of relatively high resolution so that the extraction method to be
performed to separate grey (GM) and white matter (WM) is not made less accurate
by voxels containing a mixture of tissue types.

After spatial normalisation the images are segmented into GM, WM and
cerebrospinal fluid (CSF).

Thirdly, the segmented data is smoothed. This makes each voxel as containing the
average concentration of, for example GM, from around the voxel, a region in its
turn defined by the smoothing kernel. Smoothing has also the effect of making the
data more normally distributed and thus better suited for parametric statistical
brain mapping.

The next step in VBM analysis is to statistically compare the studied groups.
Statistical analysis can include either general linear model (GLM), in order to
identify regions of particular interest, or standard parametric tests like t tests or F
tests in order to test a hypothesis. As for the outcome of the statistical analysis it is
important to bear in mind that as a large number of statistical analyses is
performed they have to be corrected for multiple comparisons. One approach is to
use the multiple comparison correction implemented in the Statistical Parametric
Mapping (SPM) software, that is to say a modification of the Bonferroni
correction, controlling the chance of false positives or familywise error rates.
Another, more tolerant approach, is to control the expected proportion of false
positives using the false discovery rate.

Nevertheless for VBM to be efficient in finding differences between groups or test
a hypothesis a certain number of requirements have to be fulfilled. First and
foremost in order to measure the amount of GM or WM the segmentation needs to
be performed correctly. Secondly the images to be analysed must have been all
acquired on the same scanner and with the same MRI sequence. Thirdly, and as for
other kind of data, one must make sure the data to be processed is normally
distributed before applying any kind of parametric test otherwise the use of non-
parametric tests is advisable.

Proper segmentation is also an important issue in VBM. One problem is that many
central GM structures don’t show good contrasts and thus in those white matter
and gray matter are almost indistinguishable which in turns makes the
segmentation difficult. Another issue is the correct modelling of vowels containing
a mixture of white and gray matter as the model assumes that the segmentation has
successfully separated them.

In other words VBM can be considered as an improved segmentation method with
the possibility to correct for image non-uniformity through the use of smoothing
kernels in all three directions.

Moreover it is considered as an automated method analysing the whole brain and
not implying any a prior assumptions, and thus unbiased, if compared to region-of-
interest (ROI) methods. There are several ways to optimise VBM analysis. One
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approach is to customise the used templates as it is important to remember that the
Montreal Neurologic Institute (MNI) template, the most used template, was
created for the brains of young control subjects and could create problems in
analysing brains of elderly controls. The solution here is then to create a
customised template made of age-matched controls. Those customised templates
are also useful when having a group or more groups of patients, as this should
minimise normalisation bias. Another approach is to mask every image with a
previously segmented brain region to avoid segmentation errors, a method which
is though time-consuming. A third method is GM optimisation. In this case spatial
normalisation of each volume is based on matching the initial segmentation with
the GM prior using a non linear normalisation instead of using the volume proper.
The parameters from this normalisation are then applied to the whole brain. A
fourth strategy is the use of modulation. Modulation is used to correct for volume
change as consequence of spatial normalisation. Modulation is in particular useful
when analysing pathological brains as volume differences may be lost when an
atrophic brain is matched onto a non atrophic template. In this case the different
intensities within an image are divided by the Jacobian values taken from the
registration. Using this method, regions most affected by expansion will show less
intensity as a consequence of reduction in tissue density (for a review see
Ashburner and Friston, 2000; Whitwell and Clifford, 2005).

One of the first VBM studies and even one of the most cited in the media was that
on the hippocampus of London taxi drivers. In this paper they showed that taxi
drivers had on average a larger back part of the hippocampus compared to controls
while the anterior part was smaller. This is in line with previous assumptions on
the role of the hippocampus in spatial navigational skills, something taxi drivers
train in as it is a skill needed for their work (Maguire et al, 2000). Another one of
the first VBM papers analysed the effect of age on both GM and WM on a large
cohort of normal adults. This study showed that while GM decreased linearly with
age, WM remained stable (Good et al, 2001).

So in sum, VBM, which allows the analysis of the whole brain and thus it is better
suited for the analysis of small groups has then been our method of choice for the
examination of not only GM but even WM in both healthy controls as well as in
patient groups.

4.2 The perfusion of the brain: Arterial Spin Labeling

Traditionally measurements of brain perfusion and cerebral blood flow (CBF)
have been carried out with different techniques all having a common feature: the
utilization of tracers. Ranging from PET using H»O;s, or glucose metabolism, to
SPECT with among others Tc-HMPAO, to inhaled stable Xenon in X-ray
Computed Tomography (CT), and finally intravascular tracers in CT and
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Gladolinium in MRI, all the available techniques have required an external agent
(Alsop, 2006).

Because of this, measuring blood perfusion have not been feasible for all clinical
populations, among others for patients with chronic renal failure, or young
children, the former due to fears for nephrogenic system fibrosis, and the latter
because of problems in intravenous access (Pollock et al, 2009).

Those problems came though to an end with advanced technologies in MRI and
the birth, some 20 years ago, of Arterial Spin Labelling (ASL) techniques.

ASL doesn’t imply the use of any contrast agent but utilises water as endogenous
tracer, thus using spatially selective inversion of inflowing arterial blood. More
specifically the MR signal from inverted blood is made negative in respect to
uninverted blood, here used as a control condition, and perfusion calculated by
means of subtraction of the two recorded images (Alsop, 2006).

In other words, ASL “labels” protons in the blood of the supplying vessels outside
the imaging plane. The labeled protons then wait a certain period of time, called
the post labeling delay (PLD), before reaching the parenchyma (neurons and glia
cells), and finally the signal from the labeled and control (unlabeled) state is
recorded as an image (Pollock et al, 2009).

In this case what the subtraction of the two images does is to eliminate the static
tissue signal from the parenchyma. So the remaining signal, usually a fraction (1-
2%) of the tissue signal, is proportional to the local CBF (Detre et al,1994; Buxton
et al, 1998). This signal depends then on different parameters such as flow rate, T1
of the blood and tissue, and transit time (from tagging region to imaging plane).
Both the labelled and the control acquisitions are then converted into DICOM
(Digital Imaging and Communication in Medicine) images, and then reconstructed
into CBF maps using the appropriate algorithm for the sequence of choice (Monet
et al, 2009).

Taking it from another angle, ASL technique requires two different components, a
preparation component and an acquisition component. The preparation component
labels the inflowing blood (note that the labelling area is to be proximal to the
acquisition area) for both the control and label images while the acquisition
component acquires the data. This is usually done with a fast acquisition method,
either Spiral or Echo Planar Imaging (EPI) (Pollock et al, 2009).

It is also important to bear in mind that ASL’s general principle of tag, delay for
tissue deposition, and imaging gives a significant importance to the amount of the
PLD in the sequence which in turns impacts significantly the CBF perfusion map.
Here the rule of thumb is that short PLD shortens the acquisition time but the
obtained image may not accurately represent CBF as there has not been enough
time for slower flow tissue exchange. Long PDL, on the other hand, allows more
time for tag deposition creating more homogenous images but it requires longer
imaging time leading to less available signal at time imaging because of T,
relaxation (Pollock et al, 2009).
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As already mentioned, ASL technique has several advantages in comparison to
other imaging techniques. Firstly it doesn’t require the use of contrast either
through injection or inhalation. Secondly it can be performed as one of the MRI
sequences in a single run, this providing co-registration of anatomic and perfusion
data at the same time. Thirdly ASL can be repeated several times. Moreover it can
be acquired with good SNR, it gives a measure of absolute quantification, and can
be acquired with robust sequences such as FSE without at the same time suffering
from susceptibility signal loss. The use of water, which is largely free diffusible, is
also an advantage (Alsop, 2006)

Further development in ASL technique has led to improvements in spatial and
temporal resolution thanks to phased-array surface coils combined with parallel
imaging. This latter enables shorter RF pulses with not only improved spatial
discrimination, but also with correction for field inhomogenities (Wolf and Detre,
2007; Talagala et al, 2004).

Nevertheless the use of ASL doesn’t leave a neuroscientist without troubles.
Firstly even if the ideal situation would be to have all the protons deposited in the
tissue by the time the image is generated, there is often residual tagged signal in
the vasculature, which in turns creates problems when trying to quantify perfusion.
This problem can be overcome by applying bipolar (crush) gradients prior to
image recording, in order to suppress the undesired moving signal. Moreover ASL
is very sensitive to even small head or respiratory motions, even if both pulse and
respiration movements can be subtracted off-line if acquired. Another issue when
using ASL is its susceptibility. As already mentioned ASL, which needs rapid
acquisition, uses EPI images, but not without a cost, as EPI can lead to artefacts in
particular around surgical hardware, craniotomy sites, hemorrhages, calcification
and the paranasal sinuses. This last in particular makes it hard to measure
perfusion in the medial temporal lobes and skull base (Pollock et al, 2009). Not
really ideal for someone who wants to study the anatomical correlates of semantic
memory!

Since its birth ASL has then developed into more and more sophisticated
techniques, each one which its novel advantage but yet with its downsides. Those
are: pulsed ASL (PALS), continuous ASL (CASL), pulsed (or pseudo) continuous
ASL (PCALS), and velocity-selective ASL (VS-ASL).

PALS uses short RF pulses (5-20ms) to invert spins in the tagging plane while
CASL use long and continuous RF pulses (1-2sec) together with a constant
gradient field in order to induce a flow-driven adiabatic inversion close to the
imaging plane. Continuous labelling then leads the signal to reach equilibrium in
the slice of interest (Pollock et al, 2009; Monet et al, 2009). PALS has higher
inversion efficiency and lower RF power deposition in comparison to CASL, but it
lacks in distal edge of the tagging plane, which in its turn bias the CBF
quantification. Nevertheless CASL requires extra equipment in the form of RF
transmit hardware. Another drawback are magnetization transfer (MT) effects
which require a second inversion in order to reach the control state even if this
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problem can be overcome using a separate RF surface coil for blood labelling
(Pollock et al, 2008; Wu et al, 2007; Petersen et al, 2006). Morecover CASL has
lower inversion efficiency (80-95%) than PASL (95%) (Wu et al, 2007; Petersen
et al, 2006) but this is compensated by its closer inversion to the imaging plane
which holds to a minimum the loss of signal due to T, relaxation (Pollock et al,
2009).

PCASL, first developed by Garcia et al (2005) makes use of a repeated train of
short RF pulses. PCALS then combines CASL and PASL techniques leading to a
reduction of both MT and transit times’ sensitivity and still preserving good SNR
because of the prolonged period of labelling without the need of special hardware.
Yet PCASL is susceptible to both By inhomogeneity and eddy currents (Wu et al,
2007) but despite its drawbacks, it has been demonstrated that when combined
with high field strength, parallel imaging, and 3D imaging with background noise
suppression, the signal improves 10-fold (Wolf and Detre, 2007)

Finally VS-ASL implies the saturation of the blood moving faster than the chosen
cut-off value in order to achieve perfusion contrast leading to a smaller and more
uniform transfer delay. The problem with this technique is not only lower SNR but
also and above all the choice of the appropriate cut-off velocity, as an
inappropriate value results in incorrect perfusion value and can produce artifacts
(Pollock et al, 2009).

In conclusion the introduction of ASL-MRI has opened new frontiers in the field
of neuroscience but its great advantage relies very much on the choice of the right
technique for the right purpose, thus balancing benefits and drawbacks.

In short: this machine is powerful but has no brain, use your own! We used this
machine and our own brain to enquire blood perfusion in automatic semantic
processing.

4.3 The diffusion in the brain: Diffusion Tensor Imaging

DTT applied to MRI is based on the principle of water diffusivity in the brain. The
concept is that during their random displacement, water molecules give a measure
of tissue structure at a macroscopic level. In other words the observed effect
reflects the distribution of water molecules present in a voxel of several mm’ and
provides clues about the structure and geometric organisation of the studied tissue
(Le Bihan et al, 2001). More specifically DTI provides a tool to investigate the
brain’s WM (Pierpaoli et al, 1996; Le Bihan et al, 2001), standing on the principle
that water diffuses differently along than across axons (Taber et al, 2002).

DTTI technique implies the acquisition of seven images for each brain part, and
while one image is a standard T,-weighted, the others are modified images in order
to make them sensitive to water movement in different directions. When the full
set of seven images is completed, a matrix is calculated. This matrix, called the

26



diffusion tensor, describes the speed of diffusion in each direction for every voxel
in a given image (Taber et al, 2002).

It is now known that in WM the speed of water is greater along than across axons,
and as such is directional. This principle, based on the difference between parallel
and perpendicular motion is called anisotropic diffusion.

The most common measure in DTI is called fractional anisotropy (FA) and it gives
information about the structural integrity of WM (Taber et al, 2002)
Conventionally higher FA values are interpreted as a sign of structural integrity as
high structured WM fibers put more constraints on the directionality of diffusion
(Pierpaoli et al, 1996).

Other sources of information are the components of the diffusion tensor eigen
vectors: axial diffusivity (DA), radial diffusivity (DR), and mean diffusivity (MD).
While MD is a computed overall diffusivity, DA and DR provide information
about parallel respectively perpendicular diffusion (Taber et al, 2002; Li and
Wahlund, 2010).

More specifically high DA values are considered to be an indicator of axonal
pathology, while high DR values are linked to myelin pathology (Song et al, 2002;
Sullivan et al, 2010; Vernooij et al, 2008). Finally high MD values sre considered
to reflect a loss of barriers restricting water diffusion (Basser et al, 1994).

DTTI has been our method of choice to study tract connectivity disruption in the
brain due to different pathologies.

4.3.1 The analysis of diffusion: Tract-Based Spatial Statistics

Tract-Based Spatial Statistics (TBSS) is a technique allowing the automated
analysis of WM integrity (Smith et al, 2006; Smith e al, 2007). More specifically
TBSS applied to DTI data gives the possibility to investigate the whole brain of a
group or several groups without prespecification of the tracts of interest through
the estimation of a “group mean FA skeleteon” representing the centres of all fiber
bundles common to all study participants. Each subject’s FA data is then
projected onto the mean FA skeleton. The basics steps are as following:

1. Identify a common registration target and align all FA images from all subjects
to this target using nonlinear registration.

2. Create the mean of all aligned FA images and apply non-maximum-suppression
to the local tract structure in order to create a skeletonised mean. It is important to
apply a threshold here in order to avoid areas of low mean FA and/or high
variability among subjects.

3. Project each subjects aligned FA image onto the skeleton, by filling the skeleton
with FA values from the closest relevant tract.

4. Apply voxelwise statistics across subjects on FA data from the skeleton-space
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(for a more detailed descripion see Smith et al, 2006)

Finally TBSS can also be used to analyse DR, DA and MD data using the data
from the skeletonization stages, the nonlinear warps and the estimation of the
projection vectors from FA images.

4.4 The perfusion of the brain: Single-Photon Emission Computed
Tomography

SPECT is a nuclear imaging technique which, through the use of gamma rays
detected by a gamma camera, is able to provide 3D information about regional
cerebral blood flow (rCBF). SPECT technique requires the injection of a tracer.
The tracer enters the cells because of its lipophilic characteristic, and remain inside
the cell thanks to the conversion into a hydrophilic compound. Most of those
tracers enter the brain during the first pass and their incorporation is proportional
to CBF in the fist minutes. Importantly a modification of CBF after injection
doesn’t change the initial distribution of the tracer (Saha et al, 1994). Several
tracers and isotopes are used in SPECT but the most commonly used are nowadays
are technetium-Tc99m-labeled heamethylpropileneamine oxime (Tc99m-
HMPAO) and Tc99m-ethylcysteinate dimmer (ECD) (Accorsi, 2008). In short
SPECT provides a 2D view of a 3D distribution of a radionucleide. The gamma
camera then acquires images (called projections) from multiple angles.

In order to obtain SPECT images the gamma camera is rotated around the patient.
Projections are then acquired commonly every 3-6° and in most of the cases a 360°
rotation is applied. Each projection takes usually 15-20 seconds to acquire, giving
a total scan of circa 15-20 minutes. Faster scan acquisition can be provided by a
dual-headed camera, allowing the registration of 2 projections simultaneously, and
by triple-headed camera. In general the number of the acquired projections is
approximately equal to the width of the image obtained.

After the image acquisition, a tomographic reconstruction algorithm is applied to
produce a 3D dataset.

The typical resolution of a constructed SPECT image is of 64x64 or 128x128
pixels, 3-6 mm in size. Artifacts in SPECT can be due to patient movement but
also to an uneven distribution of the tracer, which can cause for example the
obscuration of neighboring areas of activity, which can though be corrected using
an iterative reconstruction algorithm. Another issue in SPECT is that attenuation
of gamma rays within the patient’s body can lead to understimate activity in deep
tissues if compared to superficial ones. To correct for this miscalculation,
approximate correction is possible, or an even better correction can be calculated
with attenuation values. Moreover modern SPECT is nowadays equipped with an
integrated X-ray CT scanner which can provide attenuation maps of the tissues.
Those maps can be incorporated into the SPECT data to correct for attenuation.
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As for the use of SPECT in brain imaging, the most used tracer is 99mTc-
HMPAO. When 99mTc is attached to HMPAQO, it can be taken up by brain tissue
in a way which is proportional to the blood flow, which in turn can be detected by
the gamma camera. As rCBF is coupled to local brain metabolism, 99mTc-
HMPAQO is used to study brain metabolisms, in particular in the study of dementia
(for a review see Frankle et al, 2005; Herman et al, 2009).

Several studies have reported that SPECT is circa 74% sensitive in diagnosing AD.
Other recent studies have reported the accuracy of SPECT in diagnosing AD to be
up to 88% (Bonte et al, 2006). Finally a meta analysis has found SPECT to be
superior to clinical exam (91%) and clinical criteria (70%) in differentiating AD
from Vascular dementia (Dougall et al, 2004).

SPECT has been our method of choice to study brain perfusion in correlation to
effortful semantic retrieval.

5. THE BRAIN’S VOLTAGE:
ELECTROENCEPHALOGRAPHY

In order to maintain their resting state or to communicate with each other, neurons
are constantly exchanging ions with the extracellular environment and when
several ions are pushed outside their neurons, all at the same time, they can, in
their turn, push neighbouring neurons in a wave-like process, even known as
conduction (Tatum et al, 2008). This wave of movement can be measured with
EEG. EEG is a neurophysiologic method which records electrical activity in the
brain through the use of electrodes placed on the scalp. What is measured is the
difference in voltage caused by the neuron’s ionic currents as a result of brain
activity. This difference in voltage between two different locations is then plotted
over time. This is though not a direct measurement, but the EEG signal is the result
of the recorded currents, together with the modification given by the conductive
properties of the cerebral tissue, the conductive properties of the electrode itself
and even the orientation of the cortical generator to the recording electrode. A
known methodological issue in EEG is the so called inverse problem, that is to say
the fact that the EEG reports a two-dimensional projection of a three-dimensional
reality, meaning that in theory it is impossible to find the EEG generator only with
the information given by the electrode placed on the scalp. What is measured with
EEG is synaptic activity, as it is the only cerebral activity that fulfils EEG
recording prerequisite both concerning duration and strength of the signal. What is
recorded is both inhibitory pre-synaptic (IPSP) activity and excitatory post-
synaptic (EPSP) one of the pyramidal neurons located in cortical layers III, IV, and
VI, while dendrites deeper in the cortex such for example in the hippocampus, or
producing tangential currents, are contributing much less to the EEG signal.
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It is noteworthy that even nonsynaptic intracellular communication can potentially
contribute to the EEG signal (Buszaski et al, 2003).

The EEG source is then mainly derived from the cerebral cortex where it takes the
synchronised activity of approximate 180 neurons in an area of minimum 6 cm” to
create a clear and visible signal. The signal for a given electrode is maximal when
the voltage field is radial and the electrode placed face-on the source.

In the field of neurology EEG is used for a great variety of clinical applications,
from epilepsy diagnosis, to the diagnosis of coma, encephalopathies and brain
death, and despite the fact that its poor spatial resolution has been replaced by for
example MRYI, it is a very valuable tool in research and clinical settings above all
when a temporal resolution of milliseconds is required. The advantages of EEG
over MRI are the following: 1) its hardware is cheaper, 2) it can be placed
basically everywhere, 3) it has a higher temporal resolution, in milliseconds
instead of seconds, 4) it is more tolerant to movement, 5) it is a “silent” technique
then much better suited for the study of brain response to auditory stimuli. On the
other hand EEG has a lower spatial resolution than MRI and it is not well suited
for the study of very complex cognitive tasks.

There are two different ways of measuring the EEG signal, either with
conventional EEG in which a certain number of electrodes are placed on the scalp
with a conductive mean (a gel or a paste) after the scalp is prepared by light
abrasion in order to reduce impedance, or with a more modern approach in which
the EEG systems make use of nets of electrodes in a cap-like fashion. This is
usually the norm when a large number of electrodes are needed.

When recorded the EEG signal is stored digitally and filtered with a high-pass and
a low-pass filter, the former usually set at 0.5-1 Hz and 35-70 Hz respectively.
Those filters are necessary to filter artefacts such as electro galvanic signals and
movement (high-pass filter), and electromyographic signals (low-pass filter).
Additionally a notch filter is used to remove the artefacts caused by electrical
power.

The EEG, as we remember, plots the difference in voltage between two electrodes,
and in order to be displayed, the read-out of the signal has to be set in a specific
montage. The most used montage is the referential one, in which each channel
represents the difference between a particular electrode and an a priori designated
referential electrode, usually placed in a midline position in order not to amplify
the signal from one hemisphere in respect to the other.

Finally, the obtained EEG activity is divided into rhythmic and transient activity.
Rhythmic activity is then divided into bands of frequency: Delta, Theta, Alpha,
Beta, Gamma, and Mu (for a review see Olejniczak P, 2006; Niedermeyer and da
Silva, 2004).
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5.1 Event-Related Potential and the N400

ERP measured with EEG is considered as a measure of the electrophysiological
response of the brain to a specific stimulus, either a cognitive, sensory, or motor
event (Stevens, 2005). In this sense ERP applied to EEG are a powerful tool for
the study of the brain synaptic function (Olichney et al, 2011).

More specifically ERPs reflects the sum of postsynaptic excitatory and inhibitory
activity in the pyramidal cells of the neocortex (Nunez and Sirinivasan, 2006).
What it is important to bare in mind is that one single stimulus or event is not
visible in the EEG but the event has to be repeated up to 100 trials or more in order
to average the results together in order to get a relevant waveform (the ERP) as the
consequence of the random brain activity being averaged out (Coles and Rugg,
1996). As the ERPs have a so called, temporal immediacy, they are particular
suitable to study memory encoding and retrieval especially when this process
occurs very fast, like for example with priming. Moreover, as ERPs reflects the
timing and neural pattern of the neural activity they aim to measure, they are very
useful in quantify the sequence and timing of the different stages of the underlying
cognitive processes (Olicheney et al, 2011). More specifically, it has been shown
that early brain response reflects the stimulus characteristics while later responses
mostly reflect the mental operation performed on the stimuli. It’s those later
components that have been proven to be sensitive to, for example AD, which, as
widely know, is a condition in which the medial temporal lobe and neocortical
association regions are more affected by pathology (Braak and Braak, 1991;
Katada et al, 2004).

One of those components is the N400.

The N400 is a negative deflection peaking at circa 400 milliseconds post-stimulus
onset (and observed between about 250 and 550 ms) in young adults and it is
typically more intense around parietal electrodes sites. This deflection is normally
a part of the brain response to words and other meaningful stimuli: visually and
auditory words, signs, picture, faces, and even smells (Kutas and Federmeier,
2000). Even if the N400 has been found as a response of a great variety of
paradigms, there are several kinds of experimental paradigms that are used to elicit
its effect such as priming paradigms (Kutas and Federmeier, 2009). In priming
paradigms the investigated N400 effect is on the target as a function of its
relationship to the prime. In particular the N400 amplitudes to a target are reduced
(meaning that they become more positive) when a prime has already activated
some of the target’s features, like for example if the prime and the target are
semantically related. N400 priming effects have been recorded for overlapping
features such as physical, functional, and affective shared characteristics (Bentin et
al, 1985; Kellenbach et al, 2000; Zhang et al, 2006), and their magnitude of
strength is graded by typicality and associative closeness (Harbin et al, 1984; Stuss
et al, 1998). Moreover, the effect of the N400, seems to cross modality and
stimulus type, so the N400 response to a target picture can be facilitated by its
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semantic relationship to another picture (McPherson and Holcomb, 1999), by
another visually presented word (Ganis et al, 1996), by an auditory word
(Pratarelli, 1994) or by a smell (Grigor et al, 1999; Sarfarazi et al, 1999).

The study of N400 effects in language comprehension has provided evidence that
language processing is immediate, incremental and graded. Evidence in this
direction comes from the fact that, in a sentence context, the N400 can be detected
within 200 milliseconds of the onset of a word that is semantically unexpected.
This implies that the N400 is a direct brain response to the immediacy of language
comprehension during both reading and listening, and even singing (Kutas and
Federmeier, 2009). Moreover it now known that the N400 response is sensitive to
healthy ageing and that N400 latency increases at ~2 ms/year and N400 amplitude
decreases at 0.07 V/year across a lifespan (King and Kutas, 1995; Kutas and
Iragui, 1998).

The N400 effect has been used in particular to study the integrity of semantic
memory in dementia, especially in AD and quantitative measure of N400 latency
have been found to be a useful tool in monitoring dementia stage and progression
(Olichney et al, 2011). ERP EEG and in particular the study of he N400 effect
have been our methods of choice in studying the brain response in automatic
semantic processing in both healthy ageing and dementia.

5.1.1 The analysis of ERP EGG: electrical field topography, global field
power, topographic consistency test and microstate analysis

When measuring one or two conditions at a given point in time, the aim is to test if
those two conditions differ in active scalp source, something that can be estimated
without knowing the location of the different sources. This is due to the fact that
scalp fields are additive: if two sources are active at the same time, the data
obtained is the scalp field produced by both. This means that it is possible to
interpret the difference in scalp source given by two different conditions (note that
identical sources from two conditions are cancelled out when the difference is
computed). In other words, if we want to test if two conditions differ in their active
source we have to prove that there are scalp source differences between these two
conditions and they haven’t occurred by chance. In order to avoid bias it is
important to quantify the overall strength of scalp field differences, and when this
is done, it can be used to test the result obtained against the null hypothesis. A well
known measure of overall scalp field strength is the Global Field Power (GFP).
When recording scalp activity with a multichannel approach, scalp maps are
displayed as a change in potential distribution over time showing both epochs with
little activity and others with high peaks. What GFP does is to quantify the amount
of simultaneous activity at each time point, describing potential field without the
need of an independent reference. GFP is then plotted over time and its highest
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values are used to determine latencies in the evoked potential components of
interest. Said in another way GFP delivers a measure of the standard deviation
across all sensors (Skrandes, 1990).

The global measure of scalp field difference depends on the amplitudes of the
mean differences among groups and/or conditions and on random variance, and in
order to assess a particular effect it is important to rule out this randomness in
favor of possible effect consistency across measurements. This can be tested by
randomly shuffling the condition or group of conditions in each subject and
recompute the global measure of scalp difference. In this case the result obtained
will depend only on the random variance across subjects and conditions, with any
value obtained being

a measure given by noise alone. Repeating a sequence of shuffling and
computation it is then possible to obtain an estimation of the distribution of the
global measure of scalp difference according to the null hypothesis and to contrast
it against empirical data. A significant effect is then given by the percent of
random scalp difference which is larger or equal to the values obtained with
empirical data. This procedure is called topographic analysis of data (TANOVA).
In short TANOVA is a method to analyse event-related scalp field data, which
takes into account the physical basis of electromagnetic data but is model
independent, or, in other words, is a way of determining the time period of
significant topographic effects when all task conditions are included (for a review
see Koenig et al, 2011).

A way to further (post-hoc) analyze ERP data is to perform a topographic
consistency test in order to define the start and the end of the epoch. This test, also
based on randomization, compares the GFP of the null hypothesis with the GFP of
the ERP of interest, indicating the time frame in which a particular scalp field
potential was recorded which can not be caused by noise. More specifically this
method shuffles the electrodes, at each time point, for every single subject and
condition (Koenig et al, 2011). Another used post-hoc test is the so called
microstate anaysis. Microstates analysis is based on the fact that brain states
changes in a non-continuous manner, from small variance in brain activity to
quasi-stability, and major and rapid changes. If we take for example human
conscious interact with the environment, brain neural activity can go from
microstates of quasi-stable spatial distribution to fast changes, suggesting different
brain function. Microstate analysis has then been developed as a way to interpret
the functions of those sub-second states of the brain (Lehmann et al, 2009). In this
thesis microstate analysis was used to assess ERP modulation in a given time
domain.

Finally topographic component recognition (TCR) can be used to assess if a given
map explains more of the variance in one particular condition, if it is more present
in one condition or even if it covers a different time segment or peaks in one
condition more than another (Brandeis et al, 1992)

33



6. A DUCK WITH FOUR LEGS: SEMANTIC
DEMENTIA

If I would ask you to draw me a duck, do you think you would ever draw me a
duck with four legs? Probably not. But for some other people it would be quite a
natural choice.

So let me introduce to you Mr M.

“...Mr M driving through the countryside with his wife, retrieving the several-
years-old-memory that they will have to turn left ahead. His view from the car
window includes not just the cues to this preserved route knowledge (knowledge
that many people with normal brains would find difficult to retrieve), but one of the
most familiar scenes in the British countryside: a flock of sheep. The sheep are a
puzzle to Mr M: not only does he not know what to call them, he no longer knows
what they are. He wears a wool jacket when it’s cold and eats roast lamb for Sunday
lunch, but would not be able to say that “those things” out there are the source of
these products. He would succeed in matching a photograph of a sheep taken from
the side to one taken from the front ..... If asked whether the photograph of a sheep
is an animal, he would probably say yes, but if asked what other animal is similar to
it, he would look blank™ (Patterson et al, 2007).

And Mrs P P.

“P.P., a 68-yr-old, right-handed ex-clerical officer and secretary presented in 1990
with a 2 yr history of progressive loss of memory for names of people, places and
things, together with impaired comprehension of nominal terms. She has also
complained from the onset of problems recognizing even very familiar people from
sight, voice or description. Her fund of general knowledge was radically
impoverished. When asked, “Have you ever been to America?, she replied “what’s
America?”, or asked, “What’s your favourite food?” she replied “food, food, I wish I
knew what that was”. Despite this profound deficit in semantic memory her day-to-
day memory remained fairly good. She could remember appointments and keep
track of family events. Sadly, she retained insight into her deficit and at times
became severely depressed. There has been no deterioration in self-care.
Spontaneous speech was well articulated with normal prosody. She was able to
produce fluent and grammatically correct sentences, but conversation was
punctuated by severe word-finding difficulty and frequent semantic paraphasias .
Phonemic errors were never observed. The degree of anomia is such that she has
never correctly named a single item, either on informal testing or on a number of
formal naming tests. Comprehension of simple questions about personal events was
maintained but there was a profound deficit in understanding of all but very
common nominal terms, to such an extent that she was unable to point to very
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common objects. Repetition of single words and even of grammatically complex
sentences was normal. Reading was severely disrupted with letter-by-letter alexia,
but she could identify, from oral spelling, words with regular spelling-to-sound
correspondence. Similarly, she managed to write to dictation some regular words.
She was able to do simple mental arithmetic. In contrast to her profound language
impairment, her visuospatial abilities were remarkably well preserved; copies of
complex geometric shapes were executed flawlessly. Computerized tomography and
magnetic resonance imaging scans revealed a moderate degree of cerebral atrophy,
more marked in the left hemisphere, particularly around the sylvian fissure. A
positron emission tomography study, performed at the Hammersmith Hospital,
revealed hypometabolism in the left inferior frontal and temporo-parietal areas. On
follow-up over the subsequent 12 mths there has been only moderate change in her
general abilities. She is still self-caring and is able to do very simple housework but
when shopping she no longer knows which items to choose, and similar her cooking
ability deteriorated because of a lack of understanding of the fundamental processes
and utensils involved. She enjoys seeing family members and her visits to
Cambridge. Language has deteriorated further. Her spontaneous speech now
contains virtually no nouns and few verbs other than general ones like “come” and
“do”, and she tends to produce grammatically correct and fluent stereotyped phrases
such as “Oh dear; I wish I could think what I wanted to say”. Insight into her
predicament is maintained. Eating habits, table manners, grooming and toileting are
all normal and she has not exhibited any unusual or anti-social behavior.” (Hodges
et al, 1992)

Those two patients described by Patterson et al (2007) and by Hodges et al (1992)
clearly present two persons suffering from a condition showing an intriguing
combination of preserved and impaired cognitive abilities which has been
documented in several hospitals all over the world and it is widely known under the
name of SD).

It’s those patients that, if asked to draw a duck, would definitely draw one with four
legs.

It’s quite a typical tendency of those patients to include incorrect features on
concepts belonging to the living domain, especially animals. A reason for this could
be that living things such animals share more visually properties and that’s why
patients tend to add features to a concept or “over-extend” characteristics of a
domain to a particular object which though doesn’t share them (like drawing a duck
with two more legs for example). Probably this happens as our visual
representations are very much dependent on their corresponding semantic
representations and thus the ability to picture a visual concept suffers from an
impaired semantic memory system (Bozeat et al, 2003).

SD, as the name suggests, is very much a disease of the semantic memory system.
The first reports on SD came already in the 1970’s first by Warrington (1975). He
described three patients with cerebral atrophy showing a loss of receptive and
expressive vocabulary together with impaired conceptual knowledge in particular
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for living things and inanimate objects at their subordinate/attributional level, while
syntax and phonology were found to be intact. Shortly after Warrington’s seminal
paper (1975), his findings were confirmed by Schwartz et al (1979) but we have to
wait until 1989 (Snowden et al, 1989) for the term semantic dementia to be
introduced, and 1992 (Hodges et al) to get the first diagnostic criteria.

Hodges et al (1992) describe SD as: “a clinically recognizable syndrome with the
following characteristics: (i) selective impairment of semantic memory causing
severe anomia, impaired spoken and written single-word comprehension, reduced
generation of exemplars on category fluency tests and an impoverished fund of
general knowledge; (i) relative sparing of other components of language output and
comprehension, notably syntax and phonology; (iii) normal perceptual skills and
non-verbal problem-solving abilities; (iv) relatively preserved autobiographical and
day-to-day (episodic) memory; (v) a reading disorder with the pattern of surface
dyslexia”.

After 6 years from the first clinical description of SD, Neary et al (1998) agreed on
the first clinical diagnostic criteria, divided into core diagnostic features and
supportive diagnostic features (see List 1). Those diagnostic criteria have recently
been revised (Gorno-Tempini et al, 2011) (see List 2)

List 1
1. Core diagnostic features

a. Insidious onset and gradual progression
b. Language disorder characterized by
i. Progressive, fluent, empty spontaneous speech
ii. Loss of word meaning, manifest by impaired naming and
comprehension
iii. Semantic paraphasias and/or
c. Perceptual disorder characterized by
i. Prosopagnosia: impaired recognition of identity of familiar faces
and/or
ii. Associative agnosia: impaired recognition of object identity
d. Preserved perceptual matching and drawing reproduction
e. Preserved ability to read aloud and write to dictation orthographically
regular words
2. Supportive diagnostic features
a. Speech and language
i. Press of speech
ii. Idiosyncratic word usage
iii. Absence of phonemic paraphasias
iv. Surface dyslexia and dysgraphia
v. Preserved calculation
b. Behavior
i. Loss of sympathy and empathy
ii. Narrowed preoccupations
iii. Parsimony
c. Physical signs
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i. Absent or late primitive reflexes
ii. Akinesia, rigidity, and tremor
d. Neuropsychology
1. Profound semantic loss, manifest in failure of word
comprehension and naming and/or face and object recognition
ii. Preserved phonology and syntax, and elementary perceptual
processing, spatial skills, and day-to-day memorizing
e. Electroencephalography: normal
Brain imaging (structural and/or functional): predominant anterior
temporal abnormality (symmetric or asymmetric)

List 2
1. Clinical diagnosis

Both of the following core features must be present
a. Impaired confrontation naming
b. Impaired single-word comprehension

At least 3 of the following other diagnostic features must be present
a. Impaired object knowledge, particularly for low-frequency or
low-familiar items
b. Surface dyslexia or dysgraphia
c. Spared repetition
d. Spared speech production (grammar and motor speech)
2. Imaging-supported diagnosis
Both of the following must be present
a. Clinical diagnosis as in 1
b. Imaging must show one or more of the following:
i. Predominant anterior temporal lobe atrophy
ii. Predominant anterior temporal hypoperfusion or
hypometabolism on SPECT or PET
3. Pathology
Clinical diagnosis as in 1 and either criterion 2 or 3 must be present
a. Clinical diagnosis as in 1
b. Histopathological evidence of a specific neurodegenerative
pathology
c. Presence of a known pathogenic mutation

In short, the main characteristic of SD is the dramatic reduction of expressive
vocabulary, even called “anomia” (Pijnenburg et al, 2004; Thompson et al, 2003).
Nonetheless receptive vocabulary results to be impaired as well. As the disease
progresses the patients appear as being “word deaf”. Moreover, and despite
suffering from anomia those patients show relatively normal phonology and
grammar (Adlam et al, 2006; Ash et al, 2006). They also show a deficit in person
knowledge ranging from the inability to name people, to generating information
about their faces or names, to finally not being able to process if someone is familiar
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or famous (Snowden et al, 2004; Thompson et al, 2004). In addition, and differently
from AD patients, patients suffering from SD show well preserved time orientation,
calculation and drawing skills (Hodges et al, 1992; Hodges et al, 1999; Perry and
Hodges, 2000). Interestingly it seems that SD patients unlike healthy controls and
even AD patients suffer from a “reversal of the concreteness effect”, meaning that
they show a worse performance with concrete than abstract words (Breedin et al,
1995; Yi et al, 2007; Warrington, 1975).

Behavioural changes in those patients are not primary signs early in the course of the
disease but are present as the disease progresses, among them: degraded social
functioning, emotional withdrawal, depression, apathy, irritability, and even change
of food intake, from restricted diet to bizarre food choice (Bozeat et al, 2000; Seeley
et al, 2005). Other behavioral abnormalities are repeated clockwatching and rigidity,
and some patients even develop special intense interests like in jigsaw puzzles or
word search puzzles (Snowden et al, 2001). Neuropsychologically one of the main
findings is that all patients suffering from SD, apart from those in the very early
stages, score very poorly on naming tests, a pattern that progresses over time.
Category fluency is particularly impaired while letter fluency relatively spared
(Hodges et al, 1995). More specifically those patients show impaired comprehension
for content words, like nouns, verbs and adjectives, the more difficulties the less
familiar the word is. In sum SD patients show a striking multimodal semantic
impairment spanning from verbal as well as non verbal domains. Moreover what is
the most striking characteristic of the impaired semantic system of those patients is
the tendency to respond correctly only to objects and words typical for their class,
making then so called “typicalisation” errors on atypical things especially if not
familiar (Hodges and Patterson, 2007).

As a clinical condition SD is now widely considered as one of the main variant of
Fronto-Temporal Dementia (FTD). It is also been estimated that between 1/4 and
1/3 of patients diagnosed with FTD do have SD (Chow et al, 2005).
Neuropathologically SD seems to have a predictable basis of ubiquitine-positive,
tau-negative inclusion pathology (Snowden et al, 2007; Davies et al, 2005; Shi et al,
2005). Nevertheless a more recent study has found that its right variant could be
related to TAR DNA-binding protein 43 (TDP-43) pathology (Josephs et al, 2009).
Neuroimaging findings indicate that patients with SD show bilateral, but typically
asymmetrical atrophy of the anterior temporal lobe, which, with time, extends to the
posterior temporal lobes or into the posterior, inferior frontal lobes, or both, as seen
in coronal MRI (Hodges and Patterson, 2007). Nevertheless even if SD has been
associated with bilateral atrophy of the anterior temporal lobes, most studies report
mostly left shrinkage (Gorno-Tempini et al, 2004; Mummery et al, 2004; Mesulam
et al, 2009; Galton et al, 2001; Rosen et al, 2002). These observations have been
confirmed by quantitative and voxel-based MRI investigations, showing 50-80% of
GM atrophy in the polar and perirhinal cortices and in the anterior fusiform gyri
(Chan et al, 2002; Davies et al 2004; Du et al, 2007; Galton et al, 2001; Gorno-
Tempini et al 2004; Rosen et al 2002). Besides volumetric studies, even metabolism
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studies with Fludeoxiglucose-Positron Emission Tomography (FDG-PET) have
confirmed anterior bilateral dysfunction in SD (Diehl et al, 2004; Nestor et al, 2006).
Interestingly Nestor and al (2006) have demonstrated hypometabolism in the ATL,
for all the SD patients investigated.

The first study using VBM on SD patients was the single-subject one by
Mummery et al (2000), which found that significantly atrophied regions were
predominantly in the left temporal lobe, and in particular in the temporal pole.
Moreover they showed that the temporal lobe had greater GM loss in the anterior
part, this suggesting that the disease starts anteriorly and spreads posteriorly. More
GM loss was also found in the left insula and ventromedial frontal cortex in a left-
greater-than-right fashion.

Later group studies on the same group of patients as the one by Good e al (2002)
showed significant GM loss in the amygdala, fusiform gyrus, inferior and middle
temporal gyrus, and temporal pole, more pronounced on the left side. Moreover
they found atrophy in the hippocampus, entorhinal cortex and superior temporal
gyrus. Hippocampal atrophy in SD has been confirmed by several other studies
(Boxer et al, 2003; Rosen et al, 2002; Gorno-Tempini et al, 2004) whereas other
studies have shown GM loss in ventromedial and superior frontal regions (Boxer
et al, 2003; Rosen et al, 2002; Gorno-Tempini et al, 2004). Other studies have
even shown atrophy in subcortical structures such as the left dorsomedial thalamus
(Boxer et al, 2003) and the caudate nucleus (Gorno-Tempini et al, 2004). Last but
not least several studies have enquired the degree of atrophy asymmetry in SD and
while some have found a more pronounced left-sided shrinkage (Good et al, 2002;
Grossman et al, 2004; Halpern et al, 2004), others found a more symmetrical
pattern of atrophy (Boxer et al, 2003; Rosen et al, 2002; Gorno-Tempini et al,
2004).

Finally the study by Boxer et al (2003) compared AD and SD patients and found
greater GM loss for the AD group, in the left parietal lobe and the posterior
cingulated/precuneus bilaterally, in comparison to SD group. They also found the
left parietal lobe to be the most atrophied. On the other hand the SD group showed
greater shrinkage bilaterally in the amygdala, hippocampi, in the anterior temporal
lobes, the right middle temporal gyrus, and the left temporal pole.

Very few studies have been conducted on SD patients using DTI in order to
enquire WM pathology. Agosta et al (2010) found higher MD, DR and DA in the
inferior longitudinal fasciculus, left uncinate and arcuate fascicule when SD
patients were compared to controls, while lower FA was found in the genu of the
corpus callosum. Moreover they found higher MD in the anterior part of the
inferior longitudinal fasciculus and in the arcuate and uncinate fasciculus situated
in the temporal pole. Another study by Withwell et al (2010) found MD increases
in SD in the insula, frontal, parietal and occipital lobes, especially in the left
hemisphere, while the greater changes in FA and DR could be identified in the left
anterior and posterior inferior longitudinal fasciculus and left uncinate fasciculus.
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In short, the peculiar clinical picture of SD and its circumscribed neuropathology
makes it the perfect candidate to study the function and locus of semantic memory.
Nevertheless the rarity of this condition makes it difficult for us researchers to
gather a statistical reasonable group of patients in order to draw firm conclusions.
As it is often said: not really like taking a duck to water even if this duck happens
to have four legs.

7. LOSING YOUR MIND: ALZHEIMER’S DISEASE

Even if AD, as a clinicopathological condition was first described more than 100
years ago by the German psychiatrist and neuropathologist Alois Alzheimer
(Alzheimer, 1911), it was at first seen as an uncommon condition and thus ignored
for years. Nowadays AD is considered the most common cause of dementia in the
elderly (Alzheimer’s Association, 2010) and thus considered a great public health
problem. AD, which is neuropathologically characterised by extracellular deposit of
neuritic plaques mostly based of B-amyloid (Masters et al, 1985), and intracellular
neurofibrillary tangles made by hyperphosphorilated tau (Goedert et al, 1991) (note
that SD, instead is not a taupathy), is now estimated to affect 5.3 millions individuals
only in the United States, 5.1 of whom, already over the age of 65 (Alzheimer’s
Association, 2010). Moreover the estimated prevalence in the United States will be
7.7 millions in 2030, and 14 millions in 2050, making AD the fifth most common
cause of death for people older than 65 years of age (Heron et al, 2006). Over the
years, longitudinal studies have shown how AD has an insidious onset accompanied
by a gradual and progressive cognitive deterioration (Clifford and Jack, 2012).

The clinical diagnosis of AD has been based on several common criteria such as
those from the National Institute of Neurological and Communicative Disorders and
Stroke/Alzheimer's Disease and Related Disorders Association (NINCDS/ADRDA),
the World Health Organization (WHO) International Classification of Diseases,
Tenth Revision (ICD-10), and Diagnostic and Statistical Manual of Mental
Disorders (DSM-1V) (McKhann et al, 1984). Moreover in 2007, Dubois and
collegues proposed criteria also including neuroimaging findings. Lately a task force
charged by the National Institute of Aging and the Alzheimer’s Association has
extensively revised the first criteria from 1984 (McKhann et al, 2011), and defined
clinical AD as following:

Probable AD
1. interference with the ability to function at work or at usual activities

2. represent a decline from previous levels of functioning and performing

3. is not explained by delirium or major psychiatric disorder
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4. cognitive impairment is confirmed by a combination of history-taking from the patient or
an informant and a mental status examination or neuropsychological testing

5. the cognitive or behavioral impairment involves a minimum of two of the following:

1) impaired ability to acquire and remember new information: repetitive questions or
conversations, misplacing personal belongings, forgetting events or appointments, getting
lost on a familiar route;

i) Impaired reasoning and handling of complex tasks, poor judgment symptoms include:
poor understanding of safety risks, inability to manage finances, poor decision-making
ability, inability to plan complex or sequential activities;

iii) impaired visuospatial abilities symptoms include: inability to recognize faces or
common objects or to find objects in direct view despite good acuity, inability to operate
simple implements, or orient clothing to the body;

iv) impaired language functions (speaking, reading, writing), symptoms include: difficulty
thinking of common words while speaking, hesitations; speech, spelling, and writing
errors;

v) Changes in personality, behavior, or comportment, symptoms include: uncharacteristic
mood fluctutions such as agitation, impaired motivation, initiative, apathy, loss of drive,
social withdrawal, decreased interest in previous activities, loss of empathy, compulsive or
obsessive behaviors, socially

unacceptable behaviors.

6. Insidious onset. Symptoms have a gradual onset over months to years, not sudden over
hours or days

7. Clear-cut history of worsening of cognition by report or observation; and

8. The initial and most prominent cognitive deficits are evident on history and examination
in one of the following categories:

a. Amnestic presentation: It is the most common syndromic presentation of AD dementia.
The deficits should include impairment in learning and recall of recently learned
information. There should also be evidence of cognitive dysfunction in at least one other
cognitive domain, as defined earlier in the text.
b. Nonamnestic presentations:
* Language presentation: The most prominent deficits are in word-finding, but
deficits in other cognitive domains should be present
* Visuospatial presentation: The most prominent deficits are in spatial cognition,
including object agnosia, impaired face recognition, simultanagnosia, and alexia.
Deficits in other cognitive domains should be present.
* Executive dysfunction: The most prominent deficits are impaired reasoning,
judgment, and problem solving. Deficits in other cognitive domains should be
present.

9. The diagnosis of probable AD dementia should not be applied when there is evidence of
(a) substantial concomitant cerebrovascular disease, defined by a history of a stroke
temporally related to the onset or worsening of cognitive impairment; or the presence

of multiple or extensive infarcts or severe white matter hyperintensity burden; or (b) core
features of Dementia with Lewy bodies other than dementia itself; or (c) prominent
features of behavioral variant frontotemporal dementia; or (d) prominent features of
semantic variant primary progressive aphasia or non- fluent/agrammatic variant primary
progressive aphasia; or (e) evidence for another concurrent, active neurological disease, or
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a non-neurological medical comorbidity or use of medication that could have a substantial
effect on cognition.

So if AD is defined as a clinical condition characterized by cognitive dysfunction,
one of its most prominent feature is the loss of word usage, causally dependent on
the intactness of semantic memory, a condition defined as anomia. Semantic
deficits in AD as been documented in depth through the use of several
neuropsychological tests. Semantic disruption in AD affects subordinates more
then superordinates (Chertkow & Bub,1990; Hodges et al 1992), biological entities
more than non biological ones (Fung et al, 2001; Gonnerman et al, 1997;
Whatmough et al, 2003), and impaired knowledge of famous people, when related
to other kind of conceptual knowledge or to source (autobiographical) memory
(Greene and Hodges, 1996; Thompson et al, 2002). All of those deficits
abovementioned are considered impairments in effortful (conscious) semantic
retrieval. In order to enquire automatic (unconscious) access to semantic
knowledge several studies have enquired the magnitude of semantic priming in
AD, finding both hypopriming (Ober and Shenaut, 1988), normal priming (Nebes
et al, 1984; Rogers and Friedman, 2008), and hyperpriming (Chertkow et al, 1994).
In sum the quest for semantic memory in AD, either acessed as effortful retrieval, or
automatic spread of activation, is not over yet. ERP EEG studies using as a marker
the presence or absence of amplitude of the N400 have tried to evaluate the integrity
of the semantic network in AD. In most of the studies it is clear that the N400 is
usually abnormal in AD, typically reduced in amplitude, and delayed in latency, in
comparison to controls (Olichney et al, 2011). In particular reduced N400 in AD has
been found with visual stimuli used as primes (Ford et al, 2001), targets
(Auchterlonie, 2002), and as both prime and target (Castafieda et al, 1997)
Neuropathologically AD is characterised by progressive cerebral atrophy as it can be
seen using MRI. This progression of atrophy can first be seen in the medial temporal
lobe (Scahill et al, 2002), with the enthorinal cortex being the earliest site of atrophy,
followed by the amygdala and the parahippocampus (Lehericy et al, 1994; Chan et
al, 2001; Dickerson et al, 2001; Killiany et al, 2002). Moreoever other affeted
structures are involve the limbic lobe, such as the posterior cingulate. This atrophy
then spreads to th etemporal neocortex and to all the neocortical association areas
(Johnson et al, 2012).

It is now well known that by the time an AD patient become symptomatic, atrophy
is already widespread (Johnson et al, 2012). Even in patients with mild AD, the
enthorinal volume is already reduced by 20-30 %, and the hippocampal volume by
15-25 % (Chan et al, 2001; Dickerson et al, 2001; Schuff et al, 2009). Several
studies have then used VBM to study AD brains.

The first study in this direction was that of Rombouts et al (2000), who studied
brain atrophy in a small group of mild and moderate AD patients compared to
controls, and found the hippocampus to be the most affected structure. Since then
studies performed with larger AD populations have showed a more widespread
patterns of atrophy, like not only in the hippocampus, amygdala and entorhinal
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cortex, but also in the posterior cingulate and precuneus, insula, temporoparietal
association neocortex, prefrontal gyri, and moreover more central structures like
the caudate, putamen, thalamus and hypothalamus (Baron et al, 2001).

Even if there is now a wide consensus over how hippocampal pathology is one of
the first signs of incipient AD, several studies differ on the opinion about which
other medial structures are affected. Some studies claim the implication of the
amygdala (Baron et al, 2001; Kawachi et al, 2006; Ishii et al, 2005a; Ishii et al,
2005b), entorhinal cortex (Ohnishi et al, 2001), or the parahippocampal gyrus
(Kawachi et al, 2006; Ohnishi et al, 2001).

Other studies have found both the thalamus (Boaokstein, 2001; Good et al, 2002),
and the caudate nucleus (Good et al, 2002) to show significant atrophy in AD.
Moreover several studies, comparing voxels with higher significance or areas with
larger atrophy, have found asymmetric atrophy in AD brain, especially on the right
in the medial temporal lobe (Rombouts et al, 2000; Baron et al, 2001; Ishii et al,
2005a; Ishii et al, 2005b, Busatto et al, 2003; Frisoni et al, 2002), lateral temporal
lobe (Busatto et al, 2003), and temporoparietal association cortex (Baron et al,
2001; Boxer et al, 2003; Zahn et al, 2005; Grossman et al, 2004). As for early sign
of atrophy in AD brains, both the study by Frisoni et al (2002), and Busatto et al
(2003), confirmed what already pointed out by Braak and Braak (1996), i.e. a
pathological involvement of both the medial temporal lobes and inferior temporal
sites.

Other studies have focused on brain perfusion using techniques such as SPECT or
ASL MRI, giving a measure of relative respectively absolute CBF. The most
striking findings using ASL to study perfusion in AD brains compared to healthy
controls, is reduced CBF in the inferior parietal lobe, the posterior cingulated
gyrus, the middle frontal gyrus, and the inferior temporal cortex (Johnson et al,
2005; Alsop et al, 2008), while hypermetabolism could be found in the
hippocampus and other medial structures (Alsop et al, 2008; Dai et al, 2009;
Fleisher et al, 2009), this suggested as a result of compensatory neural activity
(Alsop et al, 2008). Brain SPECT reports reduced CBF in AD in the medial
temporal, superior temporal, parietal, posterior cingulate cortex, and precuneus at
the beginning, while reduced perfusion is found to affect the frontal cortex in
advanced stages (Farid et al, 2011).

By way of MRI DTI, WM changes hasd been throughfully studied in AD brains.
Areas of WM pathology have been found in the left inferior/middle temporal area,
the left parahippocampal area, the left precuneus, and the left periventicular area
(Salat et al, 2010). Other studies have described WM pathology in the cingulum, in
the splenium of the corpus callosum, the right superior frontal gyrus, and the left
parietal sub-gyral area (Zhang et al, 2007; Medina et al, 2006). Other WM tracts
early affected by AD have been reported to be the cingulated and the inferior-
frontal-occipital fasciculus bilaterally (Fallegiebel et al, 2008). Moreover Stricker
et al (2009) reported WM pathology in the inferior longitudinal fasciculus and in
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the superior longitudinal fasciculus. All those studies highlights the fact that WM
pathology in AD targets areas responsible for higher order connectivity.

7.1 The good, the bad, and the things in between: Mild Cognitive
Impairment

“A 70-year-old woman has been noticing increasing forgetfulness over the past 6
to 12 months. Although she has always had some difficulty recalling the names of
acquaintances, she is now finding it difficult to keep track of appointments and
recent telephone calls, but the process has been insidious. She lives independently
in the community; she drives a car, pays her bills, and is normal in appearance. A
mental status examination revealed slight difficulty on delayed recall of four
words, but the results were otherwise normal. Does the patient have mild cognitive
impairment? How should her case be managed? ““ (Petersen, 2011).

MCI is nowadays recognized as a prodormal state of AD. Nevertheless, while
some eventually develop dementia, more often AD, some others undergo only a
minor decline in their cognitive functions, while some few never worsen (Petersen
et al, 1999). Nevertheless several studies have reported that patients suffering from
MCI are at higher risk for developing dementia (Busse et al, 2006; Plassman et al,
2008; Manly et al, 2009; Lopez et al, 2003) and the prevalence of MCI is
estimated to be between 10-20 % in persons older than 65 years of age (Busse et
al, 2006; Di Carlo et al, 2007; Plassman et al, 2008; Manly et al, 2008; Lopez et al,
2003).

The original consensus criteria for MCI were those by Petersen et al (1999), then
revised in 2004 by Winblad et al, according to three diagnostic features:

1. Not normal, non demented, the patient doesn’t meet DSM-IV or ICD-10 criteria for
dementia

2. Cognitve decline reported by the patient or/and by an informant and confirmed by
cognitive testing

3. Preserved activities of daily living with some impairment in complex function

Those criteria were then revised by Petersen et al (2004) and the diagnosis of MCI
subdivided into four different types: 1) amnestic MCI (aMCI), characterized by an
isolated memory impairment, 2) single non memory MCI with an isolated
impairment of a cognitive domain other than memory, 3) multiple domain aMClI,
4) multiple domain non amnestic MCI.
Recently new consensus criteria have been established for diagnosing MCI,
including core clinical criteria to be used in clinical settings and research criteria.
As a guideline for the clinicians those criteria include clinical and cognitive
features as following:

1. the patient must suffer from a change in cognition in respect to her/his previous
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level, either as reported from the patient, or an informant, or as observed by a
clinician.

2. there should be evidence of lower performance in one or several cognitive domains
taking into account the patient’s age and years of education. Those domains can
include memory, executive function, attention, language, visuospatial skills and/or
episodic memory.

3. it is important to bare in mind that persons suffering from MCI do have mild
problems in performing complex functional tasks that they used to do before: for
instance shopping can take more time and be handled less efficiently.

4. it is important that the clinical diagnosis is accompanied with cognitive testing, in
which usually patients with MCI perform 1 to 1.5 standard deviations below age
and education matched controls. Those tests include measures of episodic
memory, assessing both immediate and delayed recall of verbal and non-verbal
material, executive function, language, and visuospatial skills
(for a more extensive lecture about MCI latest consensus criteria see Albert et al,
2011).

Neuropathologically MCI doesn’t seems to have an own hallmark but to share
some neuropathological features with AD, like for example medial temporal lobe
atrophy (Petersen et al, 2000).

Neuroimaging findings have also confirmed MCI as pre-dementia, the more
affected areas being the enthorinal cortex and the hippocampus, their volume loss
being in a stage between healthy ageing and AD (Fennema-Notestine et al, 2009;
Morra et al, 2009). Nevertheless MCI patients show GM loss spreading beyond the
medial temporal lobe area to even neocortical areas, in particular in the lateral
temporal cortex, posterior cingulate, inferior parietal, precuneus, and caudal
middle frontal cortex (Fennema-Notestine et al, 2009).

Measures of brain perfusion done with SPECT on patients with subjective
cognitive complaints, amnestic MCI (aMCI) and non amnestic MCI (nMCI)
compared to controls have showed reduced perfusion in the left hippocampus and
bilateral temporal cortex when comparing aMCI with controls, and in the left
hippocampus and bilateral parietal cortex when comparing the same group with
patients with subjective complaints. Moreover hypoperfusion could be detected in
the nMCI group in the bilateral temporal cortex and right frontal cortex. Finally
when comparing aMCI with nMCI, the former group showed decreased perfusion
in the left parietal cortex and precuneus (Nobili et al, 2008).

8. SUBJECTS AND METHODS

Study I is a retrospective study in which patient data, neuropsychological data, and
SPECT data were retrieved from the patients’ medical journals. Study II, III, and
IV are cross-sectional studies in collaboration with the University Hospital of
Psychiatry at the University of Bern in Switzerland. In Study I all the participants
were patients at the Memory Clinic at Karolinska University Hospital in
Stockholm, Sweden. In study II, the participants were enrolled by advertisement.
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In Study IIT and IV all the AD patients came from the Memory Clinic at
Karolinska University Hospital, while SD patients were recruited all through
Sweden.

In study I we used verb and animal fluency measures and correlated them to
pattern of brain perfusion measured with SPECT. SPECT data was acquired at the
Department of Radiology at Karolinska University Hospital with a single-headed
rotating gamma camera (Siemens Diacam).

In study II, behavioural data, and a novel semantic priming paradigms together
with ERP EEG. EEG data were acquired at the Memory Clinic at Karolinska
University Hospital with an EEG cap with 32 sintered silver chloride ring
electrodes mounted to the cap according to the international 10-20 system.

In study III and IV, behavioural data (not comprised in Study III) data from the
semantic priming paradigm used in Study II together with ERP EEG were
acquired at the Department of Linguistics at Stockholm University.
Electrophysiological measurements were conducted with a high-impedance 128-
channel HydroCel Geodesic Sensor Net connected to a Net Amps 300 amplifier
(Electrical Geodesics Inc., Eugene, USA).

8.1 STUDY 1

A total of 93 patients were included in the study: 30 with SCI, 30 with MCI and 33
with AD. The neuropsychological assessment comprised Mini-Mental State
Examination (MMSE) (Table 1), Noun Fluency (NF), and Verb Fluency (VF)
tasks.

AGE EDUCATION | MMSE

AD (33) |64.8(9.4) |11.6(4.0) 23.4 (3.9)
MCI (30) | 60.5(8.7) | 12.5 (4.0) 27.6 (2.1)
SCI (30) | 56.9(7.4) | 12.9(2.7) 29.3 (0.8)

Table 1. Mean and standard deviation for age, years of education and MMSE scores for

the three patient groups.

SCI was diagnosed in case of memory complaints without objective signs of
cognitive decline. MCI patients were diagnosed according to the criteria by
Wahlund et al (2003) while AD patients were diagnosed according to the
International Classification of Diseases, tenth edition (ICD-10).

Each participant was injected with 1000 Mbq Tc-99m hexamethylpropylenamine
oxime (HMPAOQ; Ceretec, Amersham Ltd). Data acquisition started 30 minutes
after injection. 64 projections, evenly spread through 360° were acquired using a
single-headed rotating gamma camera (Siemens Diacam). The total acquisition
time was 32 minutes. Tomographic slices wee reconstructed using an iterative
algorithm (Hosem, Nuclear Diagnostics AB, Sweden) with Chang attenuation
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correction. The attenuation coefficient was 0.12. The data was formatted as a 3D
dataset with 64x64x64 cubic voxels with 3.5 mm slides. The resolution in a
tomographic slice was 10.2 mm full width at a half maximum. The data sets were
pos-filtered with a Butterworth filter, cutoff was set at 1.0 cm-1.

Data registration and acquisition was done using the BRASS software (Radau et
al, 2001). The data set was registered using 9 parameter linear registration to a
normal template. The relative CBF was calculated as cerebra ratios. In sum the
information from the SPECT scans consisted of measurements of relative CBF in
42 brain areas normalized to 4 regions of the cerebellum.

Moreover all the participants performed two fluency tasks: VF and NF. NF was
measured asking the participants to name as many animals as they could recall in 1
minute. VF was measured by the verb or action fluency task by Piatt et al (1999a,
1999b) in which subjects were instructed to tell as many things as possible a
person can do. Fluency scores were divided into 10-seconds intervals as in
Fernacus and Almkvist (1998).

8.2 STUDY II

A total of 15 elderly healthy controls (EC) and 14 young participants (YC) were
included in the study (Table 2). All participants exhibited normal
neuropsychological functioning measured by means of MMSE.

AGE EDUCATION
EC(15) |69.1(6.2) |12.7(3.3)
YC(14) [267(45) |16.1(2.9)

Table 2. Mean and standard deviation for age and years of education for the two groups.

The participants were neuropsychologically assessed with two explicit semantic
tasks (NF and VF as described in Study I) and with an implicit novel semantic
paradigm.

For the implicit semantic paradigm the stimulus material consisted of word and
non-word pairs. The word pairs, in their turn were divided into concrete and
abstract noun-noun combination that were either semantically related or unrelated.
The combination of the 2 experimental factors (relatedness and concreteness) with
2 levels (Related; Unrelated; Concrete; Abstract) resulted in 4 experimental
conditions In sum the stimulus material was made of 160 word pairs (60 per
condition), 160 matched non-word pairs, and 60 filler word pairs. Each target word
of the 4 experimental conditions occurred twice, once in the Unrelated and once in
the Related condition, with different primes. The stimulus material was divided
into 4 blocks, each block containing 20 concrete, 20 abstract, 40 non-word, and 15

47



filler word pairs. Only 2 blocks at the time contained the same target words either
as an Unrelated or Related condition. The block sequences were then presented in
balanced order across participants.

The paradigm was presented visually with a 150 ms SOA and each prime or non-
word lasted on the screen for 100 ms and was preceded by a fixation cross lasting
450 ms. The inter-stimulus interval was set at 50 ms and the target or non-word
displayed for 250 ms. The participant was then given 2250 ms to respond by
pressing one of two different keyboard buttons to indicate if the pair prime-target
contained two words or a non-word.

The experimental semantic task was conducted with a simultaneous ERP EEG
recording. 32 sintered silver chloride ring electrodes were mounted on the EEG
cap according to the international 10-20 system. One electrode was put underneath
the subject’s right eye in order to record the electroculogram (EOG). Electrode
impedances were kept below 10 kQ. Fz was the recording reference electrode. The
electrodes were then connected to 16-bit BrainAmp Standard amplifier (Brain
Products GmbH, Gilching, Germany). The EEG was band-pass filtered (0.1-1000
Hz) at a sampling rate of 5 kHz with an input range of 3.3 mV.

Before the experimental semantic task the participants performed both a
computerized speed motoric task with the dominant hand, and a clinical resting
EEG with periods of eyes closed (2 minutes) and eyes open (20 seconds) for a
duration time of 6 minutes and 40 seconds.

8.3 STUDY III

A total of 38 participants were included in the study: 19 EC, 14 AD, and 5 SD
(Table 3). They were all tested with a neuropsychological battery consisting of:
MMSE, Boston Naming Test (BNT), AF, VF, Clock Task (CT, read and construct),
and a computerized visuomotoric reaction time task. Additionally, AD and SD

patients were tested with Global Deterioration Scale (GDS) and Cornell Depression
Scale (CDS).

AGE EDUCATION
EC(19) |69.5(3.1) [13.9(3.0)
AD (14) | 665(9.6) |13.8(4.2)
SD (5) 65.8(3.8) | 13.6 (2.9)

Table 3. Mean and standard deviation for age and years of education for the three groups.

They all underwent the semantic priming paradigm described in Study II.

The paradigm consisted of 160 word pairs (40 per condition), 160 matched non-
word pair, and 32 filler word pairs (352 pairs altogether). The total number of word
pairs differs slightly from Study II, in order to keep the task duration as short as
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possible (approx. 21 min) while the SOA was prolonged (700 millisecond) and the
maximum response time was kept at 1500 milliseconds.

The experimental semantic task was conducted with a simultaneous ERP EEG and
a previous rest EEG recording as in Study II.

Electrophysiological measurements were conducted with a high-impedance 128-
channel HydroCel Geodesic Sensor Net connected to a Net Amps 300 amplifier
(Electrical Geodesics Inc., Eugene, USA). A potassium-chloride solution was
applied to the electrodes in order to keep the impedances below 50 k€, checked
before the rest-EEG and the ERP-EEG recordings. Recording reference was Cz and
the ground electrode positioned between CPz and Pz. A fixed sampling rate of
20000 Hz was low-pass filtered at 4000 Hz, and further down sampled online to 250
Hz. Moreover, an offline band-pass filter was applied at 0.5 — 18 Hz (24 db/oct).

Moreover all participants underwent an MRI examination.

A 3T Siemens Magnetom Trio MR Scanner (Siemens, Erlangen, Germany) was
used for MRI data acquisition. At first, a structural T1 weighted sequence was run.
The parameters of this magnetization prepared rapid acquisition gradient echo
(MPRAGE) sequence were set as following: repletion time (TR)/ echo time (TE)
1900ms/2.57ms, 176 sagittal slices, slice thickness 1.0 mm, field of view (FOV)
230%230 mm, matrix size 256x256, leading to a voxel dimension of 0.9x0.9x1.0
mm. Second, a pseudo-continuous arterial spin labeling (PCASL) measurement was
applied with these parameters: TE/TR/post label delay (w)/tagging duration (t) [ms]
=18/3500/1170/1600, 18 horizontal slices, FOV = 230x230, matrix size 64x64 and
voxel size = 3.6x3.6x6.0 mm, slice acquisition time = 45 ms, TA = 8§ min 22 s.

VBM analysis on GM and CBF quantification were subsequently applied to MRI

data. Finally, for each ERP of interest (P1/N1/N400), a voxel-based linear
regression was employed with GM masked CBF images.

8.4 STUDY IV

A total of 15 participants were included in the study: 18 EC, 15 AD, and 8 SD
(Table 4)
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AGE EDUCATION
EC (18) 69.4 (3,2) 14.1 (2.8)
AD (15) |66.7(9) 12.7 (2.9)
SD (8) 63.8 (3) 14 (2.6)
Table 4. Mean and standard deviation for age and years of education for the three groups.

All participants underwent neuropsychological testing and an MRI structural
examination as in Study III.

Moreover they all had a DTT MRI examination according to the following
parameters: images were acquired in 30 directions using an echoplanar acquisition
protocol as following: matrix= 116x116, TR=5300 ms, TE=91 ms, flip angle=90,
field of view=232 mm, slice thickness=3mm, and voxel size=2x2x3mm, b-value 1 =
0 s/mm?, b-value 2 = 1000 s/mm”. The DTI sequence was acquired twice.

GM analysis was performed with the VBM method and DTI analysis with TBSS.

9. RESULTS AND DISCUSSION

As previously mentioned the aim of this thesis was to investigate explicit and
implicit semantic memory in dementia using neuroimaging and neurophysiological
techniques.

9.1 STUDY 1
9.1.1 Results

Principal factor analysis on SPECT data showed seven significant factors in
different anatomical regions (Table 5).
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FACTORS ANATOMICAL REGIONS

The Subcortical Factor (SBC) left and right caudate nucleus, left and
right thalamus, left and right insular
cortex, left and right posterior
cingulated gyrus, left and right
anterior subcortical, and left and right
posterior subcortical.

The Dosrsofrontal-Central Factor (DF- | left and right sensorimotor cortex, left
Q) and right anterior dorsal frontal
cortex, and left and right posterior
dorsal frontal cortex.

The Orbitofrontal Factor (OF) left and right anterior orbital frontal
cortex, and left and right posterior
orbitofrontal cortex

The Temporal Lobe Factor (TL) tleft and right medial temporal lobe,
left and right posterior temporal lobe,
left and right temporal pole.

The Parietotemporal-Occipital Factor | left and right occipital cortex, left and
(PTO) right parietotemporal cortex, left and
right superior parietal lobule.

The Brainstem Factor (BS) pons, medulla and other subcortical
areas

The Superioparietal-Central factor left and right sensorimotor cortex, left

(SP-C) and right superior parietal lobule

Table 5. Result of SPECT data divided by seven main factors and their corresponding
anatomical regions

Further analysis of hypoperfusion factor scores revealed significant differences
between AD on one hand and SCI and MCI on the other hand in factor scores
overall F (2, 89) =11.92, p<.001. Post-hoc analysis showed significant differences
between SCI on one hand and MCI and AD on the other hand in the SBC Factor
(AD vs SCI, p<.001; MCI vs SCI, p<.02), and significant differences between
AD and SCI in the TL Factor (p<.05). In the PTO Factor there were significant
differences between SCI and MCI (p< .05), and between AD and SCI (p<.001).

Taking 8 SPECT variables from the TL Factor of each hemisphere (temporal pole,
medial temporal lobe, lateral temporal lobe, and posterior temporal lobe), an
interaction was found [Rao R (6, 176) = 2.47; p< .05] indicating significant
differences in the temporal pole and medial temporal lobe between SCI and MCI
on one hand and AD on the other hand, with decreased perfusion in AD, and
significant differences between MCI and SCI in the temporal pole, with decreased
perfusion in MCI (LSD; p<.01).

Analysis of fluency data indicated a significant effect of type of test, F (1,90) =
63.56, p<.001, indicating higher performance in noun fluency than in verb
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fluency.

Analysis of the interaction between type of fluency and diagnostic group, F (2, 90)
=7.22, p< .01 showed a greater difference between SCI and MCI on one hand and
AD on the other hand, in noun fluency. Fisher LDS post-hoc analysis showed a
significant difference in noun fluency between SCI and MCI on one hand, and AD
(p<.001) (Figure 2).

Finally multiple regression analysis revealed that two variables predicted noun
fluency: age, and the PTO factor (R = .47, p<.001), and two factors predicted verb
fluency: years of education and the TL Factor (R = .49, p< 001).

9.1.2 Discussion

In this study performance in noun and verb fluency were associated with somehow
different anatomical regions whose cerebral blood flow were measured with
SPECT.

Decreased noun fluency was predicted by higher age and decreased perfusion in
parieto-temporal occipital region as it was expected as those regions sustain object
knowledge. Verb fluency, instead, was predicted by higher education and
hypoperfusion in the temporal lobe. One reason for this result could be that higher
educated people may be better prepared for the task by using a better grammatical
frame. Nevertheless performance in verb fluency is usually not associated with
pathology in the temporal lobe, but rather it is known to depend on frontal
networks. We explain differences in performance in noun and verb fluency and
their relatedness to hypoperfusion in parieto-temporal respective temporal regions
with a linguistic approach, and a difference in test difficulty between the two tasks.
So, as noun fluency performance relies on a given taxonomy, hierarchically
structured and easily defined, verb fluency target a semantic network which is less
coherent and requires a more effortful retrieval and thus should put an heavy load
on the temporal lobe and in particular on the entorhinal cortex.

Last, perfusion data indicated hypoperfusion in the temporal lobes for both MCI
and AD, with a significant decrease in the temporal lobes which could be seen
already in MCI. Those regions, containing the anterior parahippocampal region,
and including the perirhinal and entorhinal cortices confirm previous data
indicating those areas as severely affected in AD.

9.2 STUDY II

9.2.1 Results

Results from the analysis of neuropsychological data can be seen in Table 6.
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EDUCATION | MMSE AF AF

YC 16.14 (2.93) 29.43 (0.65) 29.14 (6.21) | 26 (3.82)

EC 12.73 (3.33) 28.73 (0.59) 22.73 (5.95) | 19.80 (4.81)
Table 6. Mean and standard deviation for education, MMSE, AF, and VF scores for the
two groups.

Independent t-test analysis confirmed that the YC performed significantly better
than the EC in both fluency tests (p<.001).

In the speed motoric task the EC reacted significantly slower than the YC as
measured by Mann-Whitney test (p<.001).

Descriptive reaction time (RT) group means for all the semantic paradigm
conditions and the 2x2x2 (relatedness x concreteness x age group) repeated
measure ANOVA effects are listed in Table 7.

F df p

Relatedness 20.037 27 <
.001

Concreteness 7.909 27 <.01
Relatedness x 0.003 27 0.99
age group
Concretenessx | 0.064 27 0.80
age group
Relatedness x 1.073 27 0.31
concreteness
Relatedness x 0.060 27 0.81
concreteness x
age group
Age group 0.118 27 0.73

Table 7. Analysis result of the semantic paradigm RT (in milliseconds)

Both subject groups reacted significantly faster to the related than the unrelated
condition. The effect of concreteness was also significant, with faster RT to
concrete than abstract words. Age didn’t show any significant effect, neither there
were any interaction between factors. When a 2 x 2 x 2 x 2 ANOVA was applied
(repetition x relatedness x concreteness x age group) the results showed no effect
of repetition or interaction with the word condition or age group (repetition: F
(1,27) = 1.764, p = .195; repetition x relatedness: F (1,27) =2.668, p = .114;
repetition x concreteness: F (1,27) = 2.190, p <.150; repetition x age group:
F(1,27) =.004, p = .949.

Independent t-test on non-word RTs revealed no age difference (p = .41).

Both groups achieved high accuracy in the semantic paradigm and performed
equally as measured by independent t-test of d-prime scores.
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Topographic 2 x 2 x 2 (relatedness x concreteness x age group) TANOVA
detected an N400-Late Positive Component (LPC) SP effect indicating significant
topographic differences between related and unrelated target words. The
investigation of age effects in the N400-LPC component revealed a significant age
x relatedness interaction between 371 and 431 milliseconds.

Microstate analysis was set from 100 milliseconds to 700 milliseconds post target
stimulus onset and showed that the N400-LPC occurred significantly earlier in the
Related compared to the Unrelated condition and in the YC compared to the EC.
The relatedness x age interaction was though not significant reflecting a
comparable N400-LPC SP effect for both groups.

The 2 x 2 x 2 randomization test of the GFP values resulted in a main SP effect
(relatedness effect) between 381 and 425, and between 455 and 603 milliseconds.
A significant main effect of concreteness was also found between 39 and 90, and
429 and 525 milliseconds. Related words elicited a higher GFP effect than
unrelated words (p< .005) and GFP was also higher for concrete words in
comparison to abstract ones (p< .05). No age-related strength difference in the
N400-LPC SP was found, and neither in the N400-LPC concreteness effect.

9.2.2 Discussion

In this study we investigated behavioral and biological correlates of automatic
semantic retrieval in healthy young and healthy elderly.

We found that automatic word processing remain stable during a life span of an
healthy adult. More specifically we found that both groups performed equally in
the semantic priming task and activated comparable neural networks during
semantic processing. Nevertheless the N400-LPC microstate was delayed in the
elderly. This delay could be attributed to a general age slowing, as found in verbal
fluency or to a compensating mechanism.

Both groups responded faster to related than unrelated word pairs. This semantic
priming effect, given the short SOA implied in this study, could be attributed to an
automatic spread of activation, in contrast to controlled processes. So, the
automatic spread of activation in the elderly was equal to that seen in the young
groups, this in agreement with previous studies. Further on, faster responses for
concrete than abstract words confirmed the expected concreteness effect. Weaker
word fluency scores for the EC group together with their equal result as the YC
groups in the SP task further confirm the hypothesis that controlled processes are
altered with older age while automatic spread of activation is not.
Electrophysiological analysis, through the analysis of GFP, showed lower
electrical field strengths in the N400-LPC complex of the unrelated condition and
thus a SP effect, as consistent with the literature. Moreover, GFP analysis showed
significantly increased electrical field strength for concrete than abstract words,
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which might reflect a higher connectivity for concrete words. Nevertheless our
result showed no topographic difference between concrete and abstract words in
the N400-LPC complex so that we made the assumption that comparable neural
networks were activated in both conditions but to a higher extent in the concrete
condition. In short both the EC and the YC group exhibited comparable N400-LPC
topographic patterns and electrical filed strengths in all conditions. We postulated
that this lack of significant age effect could be due to the short SOA used, where
controlled processing was kept to a minimum, this is in its turn revealing how
automatic spread of activation remain stable during healthy adulthood.

9.3 STUDY III

9.3.1 Results

Demographics, neuropsychological scores as well as statistics are listed in Table 8.

EC EC | AD AD |SD SD | X2 df | p
Mean | StD | Mean | StD | Mean | StD
AGE 69.5 3.1 66.5 9.6 65.8 3.8 359 |2 0.17
EDUCATION | 13.9 3.0 13.8 4.2 13.6 2.9 0.19 |2 0.91
MMSE 28.7 0.9 24.8 3.9 23 5.4 21.20 | 2 | <0.001
BNT 54 3.9 46.3 6.1 9.4 7.4 22.73 | 2 | <0.001
AF 23.8 6.3 14.9 2.2 5.6 4.3 2341 | 2 | <0.001
VF 21.6 5.8 12.4 4.3 9 6.6 19.34 | 2 | <0.001
CT 3.8 1.4 3.6 0.8 3.3 2 1.25 2 0.54
construct
CT 4.6 0.9 4.3 1.2 4.8 0.4 1.07 |2 0.59
read
Table 8. Demographics, neuropsychological scores and statistics for the three enquired
groups.

Group-wise post-hoc Mann-Whitney test showed significant differences in
MMSE, BNT, AF, and NF between EC and AD, EC and SD, and AD and SD
(p<0.01), except for MMSE and VF in which the contrast between AD and SD
didn’t reach significance.

All groups showed SP, so shorter RT for related compared to unrelated word pairs.
Post-hoc test revealed that SDs had longer RT than ADs and ECs.

The Scheffe’ post-hoc test showed that the three groups differed significantly from
each other in task performance, with the SD group having the poorest performance
and the EC group performing best.

The TANOVA detected an early semantic priming effect between 94 and 302
milliseconds post target onset, as well as a late topographical semantic priming
effect between 382 and 546 milliseconds.
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Moreover Kruskal-Wallis test of TCR revealed significant difference between
groups in the N400 component only. Scheffe’ post-hoc test showed significant
difference in the N400 between EC and AD, and EC and SD.

The participants didn’t differ in GM volume as shown by the Kruskal-Wallis test.
A voxel-wise t-test revealed GM differences between EC and AD in the
hippocampus, parahippocampal region, amygdala and inferior temporal lobe.
The SD group showed reduced GM in the largest cluster extending from the left
fusiform gyrus over the parahippocampal, hippocampal, inferior temporal gyri and
the temporal pole to the insula.

Moreover the SD group showed greater GM volume in the left inferior parietal
lobule compared to AD, and in the right middle occipital gyrus compared to the
other groups. Finally significant differences in GM volume could be detected
between AD and EC in the right middle frontal gyrus, the AD group having the
lover GM volume.

AD had lower global GM CBF compared to EC as measured by the Scheffe’ post-
hoc test. The largest CBF cluster ranged from the temporal pole to the fusiform
gyrus, the hippocampus, to reach the parahippocampal region. T-test applied on
this cluster showed that both AD and AD had significant CBF decrease in
comparison to EC. Both the AD and SD group showed reduced CBF in the left
inferior temporal gyrus and left insula.

Linear regression between CBF and ERP resulted in seven clusters and only for
the N400 complex. The clusters converged with those inferred by VBM analysis
except for the left superior temporal gyrus. On the other hand, the left putamen and
globus pallidus didn’t show any significance between CBF and N400. The lowest
values in both domains were found in the SD groups, while the EC group showed
the opposite pattern, and the AD group can be considered as the intermediate

group.

The calculation of the sensitivity and specificity of the correlation CBF-ERP
showed a result of 0.79 each for all values between the confidence interval,
between EC and AD, but no significant result between AD and SD.

9.3.2 Discussion

This study aimed to find an early marker for AD and SD using a semantic priming
paradigm combined with EEG recording. Subsequently ERP EEG was obtained
focusing on the P1 and the N400 complex, and those correlated with measure of
CBF obtained by PCALS.

Firstly, the result obtained by VBM GM analysis showing volume differences
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between AD and SD is mostly in line with previous studies.

Decreased CBF in the anterior temporal lobes in AD and SD, and in the temporal
poles bilaterally for SD but only in the left for AD is in live with previous findings.
Nevertheless CBF was not decreased in the medial temporal lobes in AD, this
maybe due to the mild condition of the investigated group.

Despite the deviant behavioral results of those patients in both BNT, VF, and AF,
they showed SP effect in the semantic priming paradigm, this indicating that
automatic spread of activation is spared in mild dementia.

In particular the notion of preserved spread of activation was supported by
comparable topographies in AD and SD in comparison to EC, although the
patients’ correlation were lower than in the EC group. Nevertheless the SD group
showed no N400 effect indicating severe deficits in controlled semantic retrieval,
so the current result support the notion that the N400 complex separates SD from
AD and EC even if the sensitivity and specificity analysis doesn’t really support
this assumption. Nonetheless it was found the N400-correlation significantly
separates EC from early dementia patients and thus it can be considered a marker
for early dementia. Importantly, this study showed how the automatic spread of
activation is preserved in both AD and SD.

Finally, in contrast with our hypothesis we found that neither P1 nor N1
topographies related to CBF changes. This could be due to the fact that the
semantic network was not functionally changed in our cohort. On the other hand,
preserved N400 topography was associated with higher CBF values in the left
temporal pole and the lateral temporal lobe, as well as in the left insula and right
lateral temporal lobe, indicating that controlled word retrieval relies on the anterior
temporal lobe function.

In conclusion the present study demonstrates that altered N400 electrophysiology
of dementia patients with semantic memory impairment is closely related to their
structural and baseline blood flow degeneration, and this in particular, in regions
involved in controlled semantic word processing.

9.4 STUDY 1V

9.4.1 Results

Contrasting EC and AD, the largest clusters of GM loss were found in the right
amygdala, left caudate head, and right parahippocampal gyrus. Other areas of
interest were the left parahippocampal gyrus, the left uncus, and the left amygdala.

Comparison between EC and SD showed GM volume loss in both the limbic lobe

and in the temporal lobe. The largest cluster was found in the left uncus, followed by
the right superior temporal gyrus, the right uncus, and left parahippocampal gyrus.
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Patterns of GM loss between AD and SD could be found in both the limbic lobe and
temporal lobe. The involved areas were the left superior temporal gyrus, and right
superior temporal gyrus, followed by the left uncus and the right uncus.

In comparison to EC, AD patients showed decreased FA in the temporal lobe and
the left inferior longitudinal fasciculus. Relative to SD, AD patients showed
significant decrease only in the frontal lobe, in the right superior corona radiata.
Finally, contrasting SD with EC, FA was lower in SD patients in temporal lobe, in
both the right and left inferior longitudinal fasciculus.

Global MD for AD in comparison to EC showed compromise of the frontal lobe,
and in particular of the right inferior fronto-occipital fasciculus. The same
comparison between AD and SD (AD<SD) showed also involvement of the forceps
minor in the frontal lobe, while the reverse contrast (SD>AD) showed an increase in
MD in the limbic lobe, in particular in the left and right inferior longitudinal
fasciculus. The same pattern of MD increase was found contrasting SD with EC.

Compared to EC, AD patients showed DA increase in the forceps minor of the
frontal lobe. DA was increased in AD compared to SD in the forceps minor of genu
of the corpus callosum, while the reverse contrast showed (SD>AD) DA increase in
the limbic lobe, in both the right and left inferior longitudinal fasciculus. DA
increase in the same areas was found also in SD relative to EC (SD>EC).

DR analysis between AD and EC showed a diffusivity increase in the right inferior
longitudinal fasciculus of the temporal lobe. The same analysis between AD and SD
showed DA increase in the frontal lobe, in the left superior corona radiata. The
reverse contrast (SD>AD) showed again a diffusivity increase in the limbic lobe, in
both the left inferior longitudinal fasciculus and right inferior longitudinal
fasciculus. The same result was obtained in the comparison between SD and EC.

9.4.2 Discussion

This study investigated grey and white matter pathology in AD compared to SD
patients and their degree of gray and white matter loss compared to a cohort of EC
using a multimodal imaging approach.

VBM analysis of regional GM distribution showed that both SD and AD brains in
comparison to those of ECs show GM loss in the limbic lobe. What distinguished
AD from SD is that, in contrast to EC, AD showed GM shrinkage in subcortical
structures, while shrinkage in SD was found in the temporal lobe.

Taken together the GM loss found in AD confirmed the results of previous studies,
in particular concerning the involvement of the amygdala and of the
parahippocampal gyrus, as well as the caudate nucleus.
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Comparing AD with SD brains our data partially confirm earlier findings about a
bilateral temporal lobe involvement. However, we did not find any significant GM
decrease in either the amygdala, hippocampi, or anterior temporal lobes, as listed in
the literature. The difference in our findings may be due to several factors, like
methodological differences between the studies as in acquisition and analysis of the
images, but also differences in population size.

As for the DTI results, the inferior longitudinal fasciculus seems to be the common
denominator through all the contrasts.

In this study we could demonstrate clearly that both the left and right inferior
longitudinal fasciculus tracts are involved in both AD and SD pathology in
comparison to healthy aging. Whereas AD shows an involvement of the right
inferior fronto-occipital fasciculus, SD is characterised by white matter pathology in
the inferior longitudinal fasciculus only. This anatomical dissociation significantly
separates AD from SD. Taken together, and recalling the circumscribed cognitive
impairment in SD, these results make us speculate about the role of the inferior
longitudinal fasciculus in semantic memory, connecting areas needed for the recall
of facts and meaningful use of words.

10. CONCLUSIONS AND FUTURE PERSPECTIVES

The aim of this thesis was to unravel the neurobiological substrate of semantic
memory through the study of language in healthy ageing and dementia. In
particular we have focused on neurodegenerative dementia disorders such as MCI
and AD, and in SD, of particular interest here as being a condition characterized
by a selective impairment of semantic memory. To reach our goals we have
combined different neuropsychological techniques ranging from measuring
conscious semantic retrieval to automatic spread of activation by means of
semantic priming. Moreover, and in order to chase the locus of semantic memory
we have combined those neuropsychological tasks with different
neurophysiological end neuroimaging methods, such as SPECT, ERP EEG,
PCASL, and DTI.

We could show that controlled semantic retrieval is impaired in dementia, already
in subjects with MCI, and that this in particular affects VF, whose performance
most heavily rely on the intactness of the entorhinal cortex. Moreover relative
measure of CBF as measured with SPECT have shown a significant decrease in
the temporal lobes, already in patients with MCI, thus confirming this dementia
diagnosis as a pre-stage of AD.

As we could show that controlled semantic processing is severely affected in
neurodegenerative dementias and its disruption significantly correlates with
particular anatomical regions, we have turned our interest on automatic semantic
processing using a semantic priming paradigm. Our first goal has been to study
automatic semantic retrieval in healthy adulthood where our hypothesis has been
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confirmed. We have been able to show that automatic semantic spread of
activation is stable during a life span. More specifically we could prove that both
healthy young and healthy elderly performed equally in the semantic priming task
and activated comparable neural networks (as measured by ERP EEG) during
semantic processing, while this was not the case in controlled semantic retrieval
where the elderly population showed a general slowing in performance.

Now that the evidence had shown the robustness of automatic semantic
processing, we used the same method to investigate healthy ageing, AD and SD
patients, in their automatic semantic retrieval during ERP EEG, and correlated
them to measures of blood perfusion obtained by PCALS. Here again we could
show that automatic spread of activation is spared in mild dementia despite the
deviant result in measures of controlled semantic processes. Interestingly, and
finding an absence of the N400 component in the SD group we could show severe
deficit in controlled semantic retrieval in this group, thus finding a possible
significant marker able to separate SD from AD and EC. Preserved N400
topography was found to be associated with higher CBF values in the anterior
temporal lobe, this indicating that altered N400 electrophysiology of patients with
semantic memory impairment is closely related to their structural and baseline
blood flow degeneration, in particular, in regions involved in controlled semantic
word processing.

Finally, and in the last attempt to chase the locus of semantic memory we
investigated GM and WM pathology in the same groups by means of structural
MRI and DTT MRI. We could detect GM loss in both SD and AD in the limbic
lobe, in particular greater GM shrinkage in AD patients was found in subcortical
structures, while SD patients showed GM loss in the temporal lobe. Interestingly
DTI data pointed to

both the left and right inferior longitudinal fasciculus tracts as involved in both AD
and SD pathology in comparison to healthy aging. Moreover whereas the AD group
showed an involvement of the right inferior fronto-occipital fasciculus, SD is
characterised by white matter pathology in the inferior longitudinal fasciculus only.
These results make us speculate about the role of the inferior longitudinal fasciculus
in semantic memory, connecting areas needed for the recall of facts and meaningful
use of words.

So in conclusion we could demonstrate that semantic controlled processes are not
only disrupted in dementia but are also impaired in healthy ageing while automatic
semantic processes remain stable under a life spam. This has made us speculate how
the combination of these two different kinds of semantic access can be a useful
marker in the detection of early dementia. Moreover we could show that the two
different routes of semantic retrieval are associated with different anatomical regions
as demonstrated with neuroimaging and neurophysiological methods. Finally, and
focusing the study of SD, we have been able to individuate the inferior longitudinal
fasciculus as an important player in the WM connectivity needed for semantic
retrieval.
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We suggest that future studies should focus on the dichotomy controlled/automatic
semantic retrieval as an important clinical diagnostic marker for dementia.

In addition those measures should be supported by more refined neurophysiological
and neuroimaging techniques, such for example a combination of ERP EEG and
fMRI.

The study of SD has proved to be a powerful tool in studying semantic memory
disruption. Unfortunately SD is a rare condition which doesn’t allow the study of big
populations and thus to infer robust statistical results. To this extent we suggest that
future studies using a cohort of SD patients should be multicenter studies.
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