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Popular science summary of the thesis 
 

DNA is the genetic blueprint of every cell, housed within the nucleus. This blueprint 

acts as an instruction manual, dictating the code that generates every cell type in 

the body. Epigenetic mechanisms, also called gene regulatory mechanisms, 

control how this manual is interpreted and ensure that each cell type only has 

access to the instructions relevant to its function. Studying these mechanisms 

can help inform us about how cell types are specified, how they differ from each 

other, and importantly, how things go awry in disease. The work contained in this 

thesis is focused on navigating the many layers of the gene regulatory landscape 

in a specific cell lineage called oligodendroglia.  

The oligodendroglial lineage, found in the brain and spinal cord, is composed of 

oligodendrocytes, and their progenitor population, oligodendrocyte progenitor 

cells (OPCs). Oligodendrocytes are responsible for producing a fatty membrane 

called myelin, which wraps tightly around neurons to form the myelin sheath. The 

myelin sheath provides insulation to the neuron, which significantly increases the 

speed of the electrical signal (called the action potential) passing through the 

neuron.  

Multiple sclerosis (MS) is an inflammatory disease where the body’s immune 

system attacks oligodendrocytes and myelin. The loss of the insulating myelin 

sheath disrupts the transmission of the action potential and the communication 

between neurons which leads to motor impairments in patients with the disease. 

Long thought to simply be victims of the attack, oligodendroglia were recently 

shown to be active responders and modulators of the inflammatory cascade, 

through the expression of several immune-associated genes.  

In Paper I, we sought to understand the regulatory mechanisms through which 

disease-associated immune genes are activated in oligodendroglia in disease, 

using a mouse model of MS. In Paper III, we switched our focus to the human CNS 

and investigated regional differences in the regulatory landscape of the 

oligodendroglial lineage. The second broad aim of this thesis was to develop new 

tools to further study gene regulation. These efforts are captured in Paper II and 

Paper IV.  



Abstract 
 

The central nervous system (CNS), which includes the brain and spinal cord, is a 

remarkably complex system composed of billions of cells controlling everything 

ranging from basic metabolic functions to higher executive processes. This is 

achieved through the coordinated actions between neurons and glia. 

Oligodendrocytes, a specific glial population, are the myelinating cells of the CNS 

and wrap neuronal axons with the myelin sheath to facilitate the action potential 

and coordinate neuronal circuits. Recent years have shown that these cells, along 

with their progenitor population – OPCs – are more transcriptionally and 

functionally diverse than was previously believed. The epigenome acts as a 

function that converts the conserved genetic code to the diverse phenotypes 

that are observed, and so studying the epigenome can provide insights into how 

these states arise. The rise of high-throughput single-cell sequencing 

technologies has enabled the profiling of complex tissues and unveiled cellular 

diversity in the epigenome and transcriptome.  

This thesis aims to broaden our understanding of gene regulation in the 

oligodendroglial lineage in both healthy and diseased contexts using a range of 

single-cell epigenomic methods.  

In Paper I we used single-nucleus ATAC-seq to investigate the chromatin 

landscape of oligodendroglia in experimental autoimmune encephalomyelitis 

(EAE), a mouse model of Multiple sclerosis. We sought to understand the 

regulatory mechanisms that underlie the immune-like transcriptomic states that 

oligodendroglia exhibit at peak EAE. We found that healthy oligodendroglia exhibit 

primed chromatin at a subset of immune genes. We then show that these genes 

are activated in EAE, through a coordinated action involving the Polycomb 

Repressive Complex 2, and alterations in the histone landscape. 

In Paper II, we developed scCUT&Tag, a new single-cell technology that enables 

the profiling of histone modifications and transcription factors (TFs). We applied 

the method to the juvenile mouse brain targeting the histone modifications 

H3K27me3, H3K27ac, H3K4me3, and H3K36me3, as well as the chromatin-

associated proteins OLIG2 and RAD21. We use scCUT&Tag to delineate regulatory 

principles such as promoter bivalency, H3K4me3 spreading and promoter-

enhancer interactions. 



 

 

In Paper III, we used snATAC-seq and nanoCUT&Tag to profile adult human CNS 

tissue and capture the chromatin accessibility, H3K27me3 and H3K27ac histone 

landscape in different neural cell types. We unveiled a primed chromatin signature 

at the development-associated HOX genes in spinal cord-derived oligodendroglia 

(OLG). Using Micro-C to profile the chromatin architecture, we found that iPS-

derived human OPCs exhibit a HOX architecture that is compatible both with the 

primed chromatin state seen in the adult OLGs and with high-grade pontine 

gliomas. Our results suggest that spinal cord-derived adult OLGs retain epigenetic 

memory of these genes, which may enable them to promptly transcribe these 

genes in regenerative contexts but may also make them susceptible to 

gliomagenesis. 

In Paper IV, we developed nanoCTAR (pronounced “nano-star”) a 4-in-1 

multimodal single-cell technology. We used nanoCTAR to simultaneously capture 

accessible chromatin, two histone modifications and the transcriptome in single 

cells from the developing mouse brain. We showcase nanoCTAR as a versatile, 

easy-to-implement, cost-effective method for high-complexity single-cell 

profiling. 
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 1 

1 Oligodendrocytes and the CNS 
 

1.1 CNS development 

The vertebrate central nervous system (CNS) is a complex organ system 

composed of the brain and spinal cord. It begins to form around the fourth week 

of gestation in humans, from the outermost germ layer of the developing embryo 

– the ectoderm. A specialised column of ectodermal cells along the dorsal midline 

of the embryo responds to inductive signals from neighbouring cells to form the 

neuroectoderm, which thickens to form the neural plate (Kandel, 2013). Through a 

process termed neurulation, the thickened neural plate invaginates and hollows 

out centrally to form a tube-like structure which closes on the dorsal surface to 

produce the fully enclosed neural tube. The cells of the neural tube will form the 

CNS, while the neuroectoderm cells at the neural plate border form the neural 

crest which will give rise to the cells of the peripheral nervous system (PNS). On 

both sides of the neural tube, the cells of the mesoderm form structures called 

somites which will subsequently give rise to the dermal skin, muscle, and bone 

(Yusuf & Brand-Saberi, 2006). The ventromedial mesoderm forms the notochord 

which secretes morphogens for patterning the CNS (Kandel, 2013). A series of 

rapid, non-uniform cell divisions along the length of the neural tube gives rise to 

specialised structures that will form distinct parts of the brain and spinal cord. The 

anterior (rostral) neural tube divides into three vesicles called the prosencephalon, 

mesencephalon, and rhombencephalon which will form the forebrain, midbrain, 

and hindbrain respectively, while the posterior (caudal) neural tube forms the 

spinal cord (Ishikawa et al., 2012).  

1.2 Anterior-posterior and dorsal-ventral CNS patterning 

The formation of distinct CNS structures is enabled through a complex pattern of 

morphogen signalling and transcription factor expression. The primary drivers of 

dorsoventral (DV) patterning in the spinal cord are Sonic Hedgehog (SHH), Bone 

Morphogenetic Proteins (BMP) and Wnt proteins. The cells of the floor plate and 

notochord which run along the ventral midline secrete SHH (Ericson et al., 1996), 

while those of the roof plate along the dorsal midline secrete BMP and Wnt 

proteins. The secretion of these signalling proteins from fixed sources creates a 

natural DV gradient with SHH concentration highest and lowest at the ventral 
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surface and dorsal surface respectively, with the opposite occurring for BMP and 

Wnt. The combinatorial action of these opposing morphogen gradients triggers 

different intracellular signalling cascades which lead to the expression of distinct 

transcription factors (TFs) (Alvarez-Medina et al., 2008; Bond et al., 2012; Cayuso 

& Martí, 2005). The spatial specificity of TF expression divides the DV axis into 

transient progenitor domains, which give rise to specific cell types.  

The anterior-posterior (AP) axis, or rostrocaudal, axis is patterned through the 

action of several proteins, including the well-studied fibroblast growth factor 

(FGF), retinoic acid (RA) and family of homeobox proteins (HOX). While FGF plays 

a more prominent role in the anterior patterning of the telencephalon, RA acts in 

posteriorizing the neural tube (del Corral & Storey, 2004). The HOX family of 

transcription factors also play a prominent role in the developing hindbrain and 

spinal cord and is a prominent feature in Paper III of this thesis, and so will be 

elucidated on further. 

1.3 HOX expression in development  

The HOX genes belong to a family of homeodomain-containing TFs and are 

evolutionarily conserved across all bilaterian organisms (Garcia-Fernàndez, 

2005). They were first discovered as master genes that regulated body 

segmentation in Drosophila melanogaster (Lewis, 1978). Since then, they have 

been deeply studied by evolutionary and developmental biologists due to their 

essential roles in organising the major body axis during development (Krumlauf, 

1994). In most vertebrates, there are 39 HOX genes, each belonging to one of 13 

paralogue groups. Individual paralogues are grouped in four clusters – HOXA, 

HOXB, HOXC, and HOXD – and are located on different chromosomes, though not 

all paralogues are present in all clusters (Figure 1). Each of the genes contains a 

core 60 amino acid-encoding DNA sequence, which forms the DNA-binding 

homeodomain of the translated protein.  

During embryonic development, the expression of the HOX genes helps 

coordinate the AP patterning of the hindbrain and spinal cord (Philippidou & 

Dasen, 2013), and the pattern of expression is dictated by the physical location of 

the gene in the cluster, the location of the cell along the neural tube, and the period 

of development. This spatiotemporally locked pattern is termed Hox collinearity. 

Genes at the 3’ ends of each HOX cluster are expressed earlier in development 

and in more anterior regions, while the genes at the 5’ end are expressed later and 

in more posterior regions. The earliest HOX genes are expressed in the hindbrain, 
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where they segment and specify the transient rhombomeric domains (Lumsden, 

2004) and the latest HOX genes are expressed in the lumbar regions of the spinal 

cord.  

The precision of this HOX timer is controlled through several mechanisms 

including chromatin architecture, histone tail modifications and CTCF binding 

(Narendra et al., 2016; Noordermeer et al., 2011). Prior to their expression, the HOX 

genes exist in a closed and insulated domain and are coated with the repressive 

H3K27me3 mark. The activation of these genes is associated with the sequential 

opening of the chromatin, deposition of the active H3K27ac and H3K4me3 marks 

and the association of CTCF-binding sites with regulatory domains flanking the 

clusters (Noordermeer et al., 2011; Rekaik et al., 2023). The process of chromatin 

opening unfolds like a zipper, gradually opening from the 3' to the 5' end of the 

gene cluster. This exposes the genes slated for expression while still leaving the 

more 3' located genes accessible (Rekaik et al., 2023).  

 

 

Figure 1: Spatiotemporal pattern of HOX activation in development. Left – schematic of developing 

brain and spinal cord showing forebrain (fb), midbrain (mb), hindbrain (hb) and broad 

segmentation of the spinal cord. Right – HOX gene arrangement in the four clusters, coloured by 

region of expression. 3’ genes in clusters are expressed more anterior and early, while 5’ genes are 

expressed more posterior and later in development. 

 

1.4 Oligodendrocyte biology 

1.4.1 Overview of the lineage 

Oligodendrocytes (OLs) are the resident myelinating cells of the CNS. They 

produce a lipid-rich myelin membrane which wraps around neuronal axons, 
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forming the myelin sheath. The myelin sheath provides electrical insulation to the 

axon, which increases the conduction velocity and enables saltatory conduction 

of the action potential down the length of the axon (Frankenhaeuser, 1952; 

Stämpfli, 1954). Unlike Schwann cells, the myelinating cells of the PNS which 

contact and wrap a single axon, a single oligodendrocyte can contact and 

ensheath multiple axons. The length and thickness of the myelin sheath are 

adaptive and can dynamically respond to neuronal activity to coordinate and fine-

tune circuits (Gibson et al., 2014; Sherman & Brophy, 2005). In addition to 

providing structural support, oligodendrocytes also metabolically support axons 

by shuttling lactate through monocarboxylate transporters located at the myelin-

axon interface (Fünfschilling et al., 2012). The lactate provided by the 

oligodendrocyte transporters is critical for neuronal survival and can serve as an 

alternative energy source when glucose availability is low (Brown et al., 2001; 

Tekkök et al., 2005).  

The discovery of oligodendrocytes dates to the 1920s when the Spanish 

neuroscientist Pio del Rio Hortega identified them in mouse brain tissue sections 

using his silver carbonate staining method (del Río Hortega, 1922). Del Rio Hortega 

categorised OLs into four distinct types based on the morphological structures 

he observed. Type I OLs exhibited small cell bodies with numerous fine processes 

and were present in both white matter (WM) and grey matter (GM). Type II OLs 

had fewer, thicker processes and were exclusive to the WM; Type III possessed 

large cell bodies with thick processes and myelin sheaths in the WM, while Type 

IV OLs displayed an elongated morphology with bipolar processes extending 

towards large axons in WM of the brainstem (del Río Hortega, 1922; Pérez-Cerdá 

et al., 2015) .  

OLs arise from a Pdgfra expressing progenitor population – oligodendrocyte 

progenitor cells (OPCs) – which unlike the WM-dominated OLs, are uniformly 

distributed across the CNS. The path from OPCs to OLs is not a binary step; single-

cell transcriptomic studies have revealed that the differentiation trajectory is 

studded with many intermediate transcriptional states including committed 

OPCs (COPs), newly formed OLs (NFOLs), and myelin-forming OLs (MFOLs), 

before branching out into 6 classes of mature OLs (MOLs) (Marques et al., 2016). 

The transcriptional states seen in MOLs, and the morphological heterogeneity 

identified by del Rio Hortega have hinted at potential functional differences in the 

lineage, though this is still not completely understood. The border between the 

MOL sub-populations is blurry and not well defined and may reflect transient 
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transcriptional states between which the MOLs switch based on context. 

However, some regional, functional, and age-associated differences within the 

MOL populations have been observed. The MOL2 population is enriched in the 

spinal cord, relative to the brain, and more specifically within the WM tracts of the 

spinal cord. MOL5/6 on the other hand, show an increase in their abundance 

across the CNS with age, and within the spinal cord are preferentially enriched in 

GM. MOL2 also appear to be more susceptible to spinal cord injury (Floriddia et 

al., 2020). 

1.4.2 Oligodendrocytes in development 

Oligodendrogenesis occurs at distinct periods during embryonic CNS 

development. In the mouse brain, OPCs arise from neuroepithelial cells in three 

embryonic waves. The first telencephalic wave occurs at E12.5 around the 

ventricular zone of the medial ganglionic eminence (MGE) and is characterised by 

the expression of NKX2.1. After production, these ventral OPCs migrate radially 

outwards and dorsally to populate the entire cortex. The second wave of OPC 

generation occurs more dorsally at E15.5 around the lateral ganglionic eminence 

(LGE) and is marked by the expression of GSX2. The third population, expressing 

EMX1, arises before birth from the cortical subventricular zone (Kessaris et al., 

2006). The third population largely supplants the first two and is the main OPC 

population found in the adult mouse brain (Richardson et al., 2006) (Figure 2, left).  

A similar pattern of development occurs in the developing mouse spinal cord but 

with only two waves. The first SHH-dependent population (NKX2.1 positive) arises 

in the ventral pMN domain at E12.5, followed by a second SHH-independent wave 

in the dorsal dP3-dP5 domains around E15 (Cai et al., 2005; Fogarty et al., 2005; 

Kessaris et al., 2006; Pringle et al., 1996; Richardson et al., 2006; Vallstedt et al., 

2005). The ventrally-derived population accounts for the majority, comprising 

85% of the final spinal cord OPC pool, whereas the dorsal population constitutes 

the remaining 15% (Richardson et al., 2006) (Figure 2, right). 

In the mouse brain and spinal cord, the OPCs from each wave transcriptionally 

converge after birth, and this homogenous pool begins to differentiate into 

oligodendrocytes around post-natal day 7 (p7) into the 6 classes of MOLs, as 

described earlier (Marques et al., 2016, 2018).   

Studying the pattern of OPC formation in human foetal development is far more 

challenging, however, a similar pattern of temporally distinct waves appears to be 
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conserved (Jakovcevski & Zecevic, 2005; Mo & Zecevic, 2009; Rakic & Zecevic, 

2003). OPCs were originally detectable at the 16th post-conception week (PCW), 

which corresponds to a later time point than the first embryonic wave in mice. 

This population was detected in larger numbers by PCW 22. Further, an EGFR-

expressing population of pre-OPCs was detected at PCW 20-24. However, as 

OPCs were detected at PCW 16, this population likely corresponds to a second 

wave. The quest for the initiation of the first wave remained unsolved, until 

recently: Single-cell transcriptomic and spatial imaging of the human embryonic 

forebrain in the early first trimester revealed a population of pre-OPCs and OPCs 

arising as early as PCW 6-8 (Braun et al., 2023; van Bruggen et al., 2022), and a 

similar OPC production was seen in the first trimester of the developing human 

spinal cord (Rayon et al., 2021).  

 

 

Figure 2: OPC specification in development. The first (blue), second (red), and third (green) waves 

of embryonic OPC specification in the brain (left) and spinal cord (right), showing the time window, 

region of specification and direction of migration. RP – roof plate. FP – floor plate.  

 

1.5 Demyelinating disease 

1.5.1 Multiple Sclerosis 

Multiple sclerosis (MS) is a chronic, inflammatory, multi-factorial autoimmune 

disease of the CNS, affecting over 2.3 million people globally (Thompson et al., 

2018). Though the exact cause and aetiology of MS remains unknown, genetic risk 

factors, environment and lifestyle have all been linked to the occurrence of the 

disease. The geographical distribution of MS reveals a growing prevalence with 

increasing distance from the equator, hinting at environmental factors such as 
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sunlight exposure and vitamin D deficiency. From a genetic perspective, genome-

wide association studies (GWAS) have identified over 200 MS risk loci in the 

genome, mostly associated with immune pathways, leukocyte activation, and 

antigen presentation (International Multiple Sclerosis Genetics Consortium, 2019; 

Ramagopalan et al., 2010).  

MS is characterized by the presence of inflammatory, demyelinating lesions, 

predominantly in the WM of the brain and spinal cord. A targeted autoimmune 

attack mounted on the oligodendroglial lineage leads to the destruction of the 

myelin sheath (demyelination). This loss of electrical insulation impairs the 

neuron’s conduction velocity which manifests as motor symptoms in patients. 

Neurons initially attempt to resolve this loss by redistributing Na+ ion channels 

around the demyelinated segment to aid the non-saltatory conduction (England 

et al., 1990; Smith et al., 1982). However, the loss of myelin-dependent trophic 

support and the exposure of the axons to reactive oxygen species (ROS) in the 

inflammatory microenvironment leads to further neuronal damage.  

In the early stages of the disease, the demyelinating attack is countered with a 

robust remyelination response, involving OPCs which are mobilized to lesion areas 

where they differentiate into oligodendrocytes and remyelinate the denuded 

axons (Franklin & Ffrench-Constant, 2008). This initial remyelination effort 

resolves the clinical symptoms in patients and is called the remission phase. 

However, repeated inflammatory attacks lead to a relapse into the demyelinated 

state, which is then met again with a remyelination effort. The presentation of MS 

displaying this back-and-forth pattern of injury and repair is known as relapsing-

remitting MS (RRMS). As the disease progresses, however, the efficiency of the 

remyelination effort weakens and eventually fails altogether, which leads to a 

progressive worsening of symptoms. This second phase of continuous 

degeneration is called secondary progressive MS (SPMS). However, approximately 

15% of patients develop the disease directly in the progressive state, known as 

primary progressive MS (PPMS) (Miller & Leary, 2007). Unfortunately, while several 

immunomodulatory therapies are available, MS remains largely incurable, and 

patients experience progressive degeneration.  

Two opposing models have been proposed to explain the initiation of MS. The 

“outside-in” model posits that a dysregulation of the immune system in the 

periphery is the primary cause that drives the immune cells into the CNS and 

attacks the myelin. The “inside-out” model on the other hand posits a CNS-
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intrinsic process or myelin-associated degeneration or injury that leads to the 

influx of the immune cells and subsequent inflammatory cascade (Titus et al., 

2020). 

1.5.2 Experimental Autoimmune Encephalomyelitis (EAE) 

MS is a complex disease, and the pathophysiology is difficult to study in humans. 

To aid in this, several animal models of MS have been developed, which aim to 

recapitulate different aspects of the disease. One of the most common mouse 

models of MS is experimental autoimmune encephalomyelitis (EAE), which 

supports the “outside-in” model of disease and helps investigate the immune 

cascade following demyelinating injury (Baxter, 2007).  

EAE is induced in mice through an immunization protocol targeting myelin-

associated proteins, such as myelin oligodendrocyte glycoprotein (MOG). There 

are several options for inducing EAE - either by using a peptide from myelin 

oligodendrocyte glycoprotein (MOG), the whole MOG protein, or through the 

adoptive transfer of MOG-specific T cells, or the use of a different myelin-

associated protein. The immunization used by our group involves an initial 

administration with an emulsion of the MOG35-55 peptide in complete Freud’s 

adjuvant (CFA), which acts as an immune booster. This is complemented with a 

pertussis toxin injection to permeabilize the blood-brain barrier (BBB). The EAE 

pathology is primarily seen in the spinal cord, and symptoms develop from the 

base of the tail upwards – starting with limp tail and progressing up to limb 

paralysis.  

1.5.3 Oligodendroglia in disease 

In the traditional view of MS, oligodendrocytes were perceived as passive victims 

within the inflammatory cascade, while immune cells were regarded as the 

primary perpetrators. In addition, the role of OPCs was viewed as being confined 

to processes such as migration, proliferation, and differentiation at lesion sites. 

However, the discovery of immunomodulatory functions within the OLG lineage 

has challenged this view (Kirby & Castelo-Branco, 2021). 

Using single-cell transcriptomics, our group has shown that the OLG lineage 

presents an altered disease-specific transcriptomic profile in EAE, not found in 

control mice. A subset of EAE-specific OPCs upregulated genes associated with 

major histocompatibility complexes I and II (MHC-I, MHC-II) and antigen 

presentation pathways (Falcão et al., 2018). The expression of the MHC-I and 
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MHC-II genes was shown to lead to a functional protein and enabled OPCs to 

cross-present antigens to T-cells, a process previously thought to be exclusive to 

professional antigen-presenting cells, such as dendritic cells (Falcão et al., 2018; 

Kirby et al., 2019). That OPCs could express MHC genes in response to the 

cytokine, interferon-gamma (IFN-g) was first seen in the 1980s (Calder et al., 1988; 

Suzumura et al., 1986; Wong et al., 1984), however, the functional role was unclear 

at the time. A different sub-set of OPCs showed expression of genes associated 

with immunosuppression, which suggested that these cells may play a role in 

decreasing inflammation (Falcão et al., 2018). However, whether the immune-

OPCs are beneficial or detrimental to the disease progression remains unclear, 

and further investigation is necessary.  

The transition of OPCs to an inflammatory, immune-like state also inhibits their 

differentiation potential, likely hampering their ability to participate in the 

remyelination process (Falcão et al., 2018; Kirby et al., 2019). However, recent 

findings in post-mortem human MS tissue have challenged the notion that 

remyelination is solely reliant on OPC differentiation: two independent studies 

used orthogonal approaches to show that existing oligodendrocytes can also 

contribute to remyelination, a finding that has reshaped our understanding of MS 

pathology (Jäkel et al., 2019; Yeung et al., 2019).   

Yeung et.al. used a unique approach utilising radioactive 14C birth-dating to 

estimate the age of cells within MS tissue. The approach was based on the context 

of elevated atmospheric 14C levels that followed nuclear testing conducted in the 

early 1900s. As the atmospheric carbon entered the food chain through plants 

and subsequently into humans, it would be incorporated into cells during DNA 

replication. By leveraging the subsequent and steady decline of atmospheric 14C 

over time, the age of a cell could be gauged based on the amount of radioactive 

material found within it (Yeung et al., 2014). Using this approach, the investigators 

found that a subset of patients had newly generated oligodendrocytes in the 

remyelinated lesions, indicating they were derived from OPC differentiation. 

However, many patients also presented remyelinated lesions with much older 

oligodendrocytes, that could not have been derived from OPCs after the 

demyelination event, suggesting that the previously existing oligodendrocytes 

were remyelinating the axons (Yeung et al., 2019).  

A parallel study from Jäkel et.al. used single nucleus transcriptomics in adult MS 

autopsy material to show that the distribution of OPC and MOL populations in MS 
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was skewed compared to Control material. One population of stable, myelinating 

MOLs was almost absent in MS tissue, and another population with immune gene 

expression was almost exclusive to the disease. Further, the MOLs in the active 

lesions of MS displayed increased expression of genes associated with a 

myelination program, suggesting they were involved in the remyelination of these 

lesions. Remyelinated lesions on the other hand showed a depletion of OPCs and 

intermediate oligodendrocyte populations (Jäkel et al., 2019).  

Collectively, these studies have unveiled novel insights into MS pathology and 

ushered in a new era of investigation into the roles that oligodendroglia play in the 

contexts of neuroimmunology and remyelination. 
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2 Epigenetic regulation of gene expression 

 

2.1 Overview of the non-coding genome 

As referenced in the abstract of this thesis, cellular diversity can be captured at 

the level of function, morphology, protein content and transcriptome. Despite this 

diversity, the genomic DNA from which mRNA is derived (and thereafter protein), 

remains largely identical across all somatic cells within an organism. For centuries, 

scientists have been fascinated with understanding how the complex human 

body arises from this static genetic code. While it was understood that DNA 

contained genes which encoded functional proteins, a puzzling phenomenon 

emerged regarding the ratio of protein-coding to non-coding regions within the 

genome (Hahn & Wray, 2002). Despite the human genome consisting of over 3.1 

billion nucleotides, the protein-coding fraction accounts for a mere 1-2%. The 

remaining 98% was initially dismissed as “junk DNA” with no biological purpose. 

However, considering another paradox where the amount of genetic material 

seemed not to correlate with organismal complexity, scientists began to entertain 

the idea that perhaps the non-coding fraction may indeed harbour valuable 

information (Choi et al., 2020). Subsequently, we have discovered that various 

classes of regulatory elements within the non-coding genome are indeed critical 

in governing and shaping gene function (Shen et al., 2012; Thurman et al., 2012). 

Large-scale research initiatives such as ENCODE (Encyclopaedia of DNA 

elements), FANTOM (Functional annotation of the mammalian genome), 

ROADMAP Epigenomics Program, and the 4D Nucleome Program among others 

have contributed significantly to advancing our understanding of the role of the 

non-coding genome, and the regulatory principles governing gene function both 

in health and disease (Bernstein et al., 2010; de Hoon et al., 2015; Dekker et al., 2017; 

Dunham et al., 2012).  

2.2 The epigenome and cellular diversity 

Understanding the complex mechanism through which the static genome is 

parsed to give rise to the diverse array of phenotypes seen across all cells falls 

within the realm of epigenetics. Epigenetic mechanisms operate across multiple 

hierarchical levels, encompassing macro-environmental cues to micro-

environmental signalling, including intracellular and intranuclear pathways. These 
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mechanisms extend down to chromatin restructuring and reorganisation, 

orchestrating gene expression and influencing cellular function. This information 

can also be stably inherited to ensure that daughter cells (from symmetric cell 

division) will generate the same cell type. At the core of epigenetics lies the 

concept that all cells in an organism are descendants of a single fertilized egg 

(zygote). This totipotent zygote divides to produce pluripotent stem cells, which 

further differentiate to generate all specialized cell types in an organism – all 

without any changes in the genome (Berger et al., 2009; Bird, 2007; Trerotola et 

al., 2015).  

In 1957, the British geneticist Conrad Waddington, introduced a metaphor known 

as Waddington’s landscape, which illustrated the epigenetic landscape and the 

process of cellular specialization. The metaphor places the totipotent zygote at 

the top of a hilly landscape. As the cell rolls down the hill, it traverses and enters 

different epigenetic valleys, which restrict it to specific cellular lineages and sub-

lineages (Waddington, 2014). The landscape highlights how cells commit to 

lineages by making fate choices, restricting their epigenetic potential while 

enhancing functional specialization. This landscape, while useful to visualise 

epigenetic potential, has its limitations. A feature of the landscape is the uni-

directional flow of information, implying that once a cell commits to a lineage, it 

cannot reverse its fate or move up to a higher potential state. However, the 

discovery of the Yamanaka re-programming factors in 2006 challenged this 

notion, by revealing that the coordinated expression of a four-transcription factor 

cocktail – OCT4, SOX2, KLF4, and c-MYC – could reprogram the expression profile 

of a cell to mimic a more pluripotent state, referred to as an induced pluripotent 

stem cell (iPSC) (Takahashi et al., 2007; Takahashi & Yamanaka, 2006). In the 

landscape analogy, this would be akin to rolling a cell back up the hill to an earlier 

point in time, making it possible to take on alternative fates (Hochedlinger & Plath, 

2009).  

2.3 Regulatory elements 

The regulatory epigenome is incredibly complex and has multiple cis-acting and 

trans-acting elements that act in a synchronised manner to elicit transcriptional 

responses. Promoters and enhancers are key cis-regulatory elements (CRE) 

involved in initiating and modulating gene expression. Promoter elements are 

short DNA sequences typically proximal to the transcription start site (TSS) of a 

gene and serve as initiation hubs for RNA polymerase and transcription factors, 
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along with other members of the transcription complex to assemble before 

transcription (Deng & Roberts, 2005).  Enhancers are another class of CREs, which 

are located distally from the promoter, and enhance the expression of the target 

gene. The first enhancer element was identified in 1982 by Banerji and colleagues, 

who found that the insertion of a short 72-bp sequence from the simian virus 40 

(SV40) genome strongly upregulated the expression of the β-globin gene in HeLa 

cells (Banerji et al., 1981). The enhanced expression was independent of the 

location of the sequence relative to the β-globin promoter. This observation 

highlights two key features of genomic enhancers: first, they can act remotely and 

can be located very far from the target gene, and second, the function of the 

enhancer is orientation-agnostic (Schoenfelder & Fraser, 2019). Since then, many 

enhancers have been identified and well-studied. Enhancers contain a short DNA 

sequence or motif that is recognised by transcription factors (TF), a class of trans-

acting elements. TFs contain evolutionarily conserved DNA binding domains that 

allow them to bind their cognate recognition motif at enhancers. TF binding 

triggers a cascade of events including chromatin remodelling, recruitment of the 

mediator complex, assembly of the transcriptional complex and eventually 

transcription. (Bergman et al., 2022; Rebeiz & Tsiantis, 2017) TF-enhancer 

interactions are a fascinating area of investigation. TFs often exhibit cell-type 

specificity, and with their specific recognition motifs, enhancers also display cell-

type specificity. Enhancers can also present tissue specificity, adding another 

complex layer to gene regulation. However, for TFs to bind, they must have access 

to the DNA, which can be occluded by the presence of nucleosomes, a large 

nucleoprotein complex and the fundamental unit of chromatin (explained in detail 

in section 2.4). This leads to another feature of active enhancers, which is their 

likelihood to be situated within open, nucleosome-free regions of the genome. 

However, a special class of TFs, called pioneer TFs, are uniquely capable of binding 

compact, nucleosome-bound DNA and initiating chromatin remodelling. Pioneer 

TFs play an important role in fate commitment and can drive the expression of 

lineage-specifying transcriptional programs (Iwafuchi-Doi & Zaret, 2014; Meers et 

al., 2019; Soufi et al., 2015). 

Apart from enhancing gene expression, some elements are also involved in 

repressing transcription or insulating from enhancer activity. One classic example 

is the CCCTC-binding factor, CTCF. CTCF is a well-characterized, highly 

conserved DNA-binding protein involved in organising the 3D chromatin 

architecture (Lobanenkov et al., 1990; Ong & Corces, 2014; Phillips & Corces, 
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2009). Broadly, CTCF can organise the genome in a manner that can insulate gene 

promoters from enhancers, or even promote and facilitate the interaction. The 

specific mechanism through which CTCF achieves this is explained in section 2.6.1.  

In addition to these elements, several other classes also contribute to the 

regulation of gene expression. One example is the large family of non-coding RNAs, 

which are highly diverse both in structure and function and participate in 

processes ranging from post-transcriptional regulation to chromatin remodelling 

and serving as molecular scaffolds (Dykes & Emanueli, 2017). Another regulatory 

mechanism is DNA methylation, a chromatin-associated modification with key 

roles in gene silencing (Attwood et al., 2002). 

While there are several layers of epigenetic control, now, I will focus deeper on 

three key pillars of intra-nuclear chromatin-associated epigenetic regulation. 

2.4 Chromatin accessibility 

The nucleosome, a nucleoprotein complex of DNA (~147bp) wrapped around a 

histone octamer, is the fundamental unit of chromatin. The histone octamer is 

composed of two copies each of four positively-charged histone proteins – H2A, 

H2B, H3, and H4. The wrapping of negatively charged DNA around the positively-

charge histone proteins allows for increased compaction of the DNA. Given the 

central role of genomic DNA in cells, this has the added benefit of protecting the 

DNA from chromatin-binding proteins and nucleases. DNA predominantly exists 

in a tightly bundled state called heterochromatin (Kaplan et al., 2008; Kornberg & 

Thomas, 1974; Olins & Olins, 1974). However, gene expression, the gene and its 

corresponding regulatory elements need to be unwrapped (into euchromatin) and 

made accessible to allow for the binding of different transcription-associated 

proteins including TFs and RNA polymerase (Klemm et al., 2019; Shlyueva et al., 

2014). The selectivity in opening the chromatin and its corresponding regulatory 

value is reflected in the observation that accessible chromatin comprises only 2% 

of the whole genome and yet encapsulates over 90% of TF-binding events 

(Thurman et al., 2012). Consequently, the accessible fraction of chromatin in a cell 

reflects the epigenetic blueprint underlying a particular cell state. 

Referring to chromatin as “accessible” or “open” may incorrectly imply exposed 

segments of the double-stranded DNA. However, DNA is almost ubiquitously 

associated with nucleosomes. Rather, the extent of accessibility simply refers to 

the degree to which other chromatin-binding proteins can physically contact the 
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chromatin and reflect a more decondensed state of nucleosomal packaging. As 

such, chromatin accessibility is very dynamic, and histones compete with other 

proteins such as TFs for occupancy on the DNA (Krebs et al., 2017; Poirier et al., 

2008). Nucleosomes, when evicted from the chromatin, are quickly replaced by 

other chromatin-binding proteins (Brahma & Henikoff, 2024). This binding 

precludes the nucleosome from binding at that region, and due to the larger 

footprint that the nucleosome occupies relative to transcription factors or other 

proteins such as polymerases, the nucleosome-depleted region can be treated 

as accessible.  

Nucleosome depletion also leads to increased susceptibility to enzymatic 

degradation. This can be leveraged by controlled usage of the DNase I enzyme. 

This was first leveraged in the 1970s when researchers used the DNase I enzyme 

to identify vulnerable regions, called DNase Hypersensitive sites (DHS). Surveying 

these sites revealed interesting patterns. As expected, gene promoters were 

enriched, likely due to the increased occupancy with components of the 

transcriptional machinery (Keene et al., 1981; McGhee et al., 1981). Within DHS sites, 

some loci were bound by transcription factors, occluding DNase activity at the 

binding site, creating a “cold spot” or a “footprint” in the signal. Surveying these 

hypersensitive sites has enabled the identification of a range of candidate CREs 

(cCREs).  

2.4.1 DNase-seq 

As mentioned in the previous section, measuring DNase hypersensitivity was one 

of the earliest methods used to characterize accessible chromatin. DNase-seq 

couples the DNase I digestion assay to high-throughput sequencing for genome-

wide analysis (Boyle et al., 2008; Hesselberth et al., 2009). The technique involves 

extracting permeabilized nuclei and treating with DNase I. The enzymatic 

treatment introduces double-stranded breaks at accessible regions of the 

chromatin, which are then ligated to adaptors, amplified, and sequenced. Despite 

its effectiveness, the protocol requires a great degree of optimization of input cell 

numbers and titration of enzyme concentration. Nonetheless, this method has 

been used extensively for profiling DHS regions in a wide range of cell types and 

for a long time was considered the gold standard (Boyle et al., 2008; Thurman et 

al., 2012). 
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2.4.2 MNase-seq 

As the name suggests, MNase-seq uses the micrococcal nuclease (MNase) 

enzyme to digest accessible chromatin in permeabilized cells. However, unlike the 

endonuclease DNase, MNase has both endonuclease and exonuclease activity. It 

uses the endonuclease activity to create a double-stranded cut, but then in a 

“pacman-like” manner uses the exonuclease function to digest away chromatin 

until a nucleosome or TF-protected region is encountered. As such, the fragments 

sequenced using MNase-seq correspond to nucleosome-bound regions or TF-

bound regions, which yields an inverted signal compared to DNase-seq (Schones 

et al., 2008).  

2.4.3 ATAC-seq 

The Assay for Tn5-Accessible Chromatin (ATAC) is a relative newcomer in the 

accessibility toolbox but has become one of the most widely used and popular 

techniques for profiling accessible chromatin (Buenrostro & Greenleaf, 2013). The 

method employs the hyperactive cut-and-paste Tn5 transposase enzyme, whose 

DNA transposition activity has been well characterized (Goryshin & Reznikoff, 

1998; R. C. Johnson & Reznikoff, 1983; Reznikoff, 2003). When loaded with 

sequencing adaptors and incubated with permeabilized cells or nuclei, Tn5 inserts 

its payload into regions of accessible DNA (Buenrostro & Greenleaf, 2013; Picelli et 

al., 2014). The fragments of chromatin which are bookended by the inserted 

adaptors are then amplified using primers containing the P5 and P7 Illumina 

sequencing handles, which allows for quick generation of sequencing-ready 

libraries. In this thesis, ATAC-seq is the sole method of choice for profiling 

chromatin accessibility and is used extensively in Papers I, III, and IV, and warrants 

a deeper analysis of the transposition mechanism and the challenges associated 

with ATAC-seq.  

2.4.4 Tn5-mediated transposition 

Tn5 transposase has a high affinity for double-stranded DNA (dsDNA) and is 

catalytically active in a dimerized state (R. C. Johnson & Reznikoff, 1983). For 

sequencing applications, Tn5 is loaded with oligonucleotide cassettes that are 

application-specific (Adey, 2021), however, the presence of a minimal sequence 

corresponding to a conserved mosaic end (ME) is required for the Tn5 to 

recognize and bind to the DNA cassette (R. C. Johnson & Reznikoff, 1983). For 

ATAC-seq, the Tn5 is loaded with two distinct oligonucleotide cassettes: ME-



 

 17 

A/rev and ME-B/rev. Each contains the common and short ME-rev sequence 

(non-transfer strand) annealed to a longer ME-A or ME-B sequence (transfer 

strand), which extends as a 5’ overhang. Upon contact with accessible DNA, the 

loaded Tn5 makes a 9bp-staggered double-stranded cut, and covalently ligates 

the transfer strands to the native DNA, at each of the two cut-sites. The DNA 

fragment encapsulated between two distinct tagmentation events is amplified via 

PCR, after which it can be sequenced (Figure 3).  

While the fragment between two tagmentation events forms the basic unit of an 

ATAC-seq library, the two cut-sites bookending the fragment are the true location 

of the accessible chromatin. Consequently, the fragment itself may span 

nucleosomes or other chromatin-interacting proteins. This results in the 

characteristic nucleosomal banding pattern in the fragment size distribution of 

the final library. Fragment sizes are roughly quantized by different multiples of 

nucleosomes. Furthermore, in the absence of nucleosomes, free DNA is more 

prone to extensive tagmentation, leading to an increased density of cut-sites, and 

therefore resulting in shorter sub-nucleosomal fragments (Figure 4). 

Like DNase-seq, ATAC-seq signals are enriched around promoters, enhancers, 

and the TSS of active genes, due to the increased transcriptional activity and 

binding of various elements of the transcriptional machinery. As such, a common 

quality control measure for ATAC-seq libraries is to check the aggregate signal 

enrichment at all TSS relative to distal upstream and downstream loci. A high-

quality ATAC-seq library will be reflected in robust TSS enrichment scores. 

 

Figure 3: Visualizing Tn5-mediated transposition. Left - Tn5 dimer loaded with ME-A/rev and ME-

B/rev oligonucleotide cassettes. Non-transfer strand bears a 5’ phosphate group. Right –Tn5 binds 

dsDNA and generates a 9bp-staggered double-stranded break. Adaptors are inserted by covalent 

ligation of the 3’ transfer strand to the free 5’ ends at the cut-site. Two separate tagmentation 

events generate an amplifiable fragment for sequencing. Created with BioRender.com. 
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2.4.5 Challenges in ATAC-seq 

For simplicity, the challenges in working with ATAC-seq data can be distributed 

into three broad buckets:  

i) Biological sparsity 

While transcriptomic assays benefit from a rich target pool of hundreds to 

thousands of mRNA transcripts per gene, chromatin assays are constrained to two 

copies of any given locus on the DNA (in a diploid organism). This biological 

constraint presents a reduced sample space for profiling and contributes to the 

inherent sparsity of ATAC-seq data, but also other chromatin-associated profiling 

methods.  

ii) Technology sensitivity 

In addition to the limited targets in the chromatin, the sensitivity of the capture 

mechanism can compound the issue of sparse data. As shown in Figure 4, two 

separate tagmentation events are required for the generation of an amplifiable 

fragment. However, to be sequenced, the fragment must be flanked with distinct 

ME-A and ME-B adaptors (A-B or B-A configuration). Only this configuration will 

allow the correct addition of the universal P5 and P7 Illumina handles, needed for 

sequencing.  

Tn5 loading is a semi-stochastic process, involving incubations of the Tn5 with an 

equimolar mixture of ME-A/rev (A) and ME-B/rev (B) oligonucleotide cassettes, 

such that each unit in the dimer will bind to one cassette. This means that a loaded 

Tn5 dimer can exist in four possible adapter configurations: A/A, A/B, B/A, and B/B. 

After tagmentation, this leads to 16 possible fragment configurations, with the 

sequencing-compatible A-B and B-A flanked fragments expected with 50% 

frequency (Figure 4). The incompatibility of the remaining 50% corresponds to 

lost information, which further exacerbates the sparsity issue. Innovative 

strategies have been developed to circumvent this issue, such as in nanoCUT&Tag 

which employs linear amplification and dual tagmentation (explained in section 

3.4.3) (Bartosovic & Castelo-Branco, 2023), LIANTI which uses in vitro 

transcription to increase fragment yield (Chen et al., 2017), and s3-ATAC which 

uses complex molecular manipulation to generate 100% sequencing viability 

(Mulqueen et al., 2021).  
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iii) Feature selection 

The third challenge arises during downstream data analysis, following sequencing. 

In transcriptomics, the sequenced reads can be mapped straightforwardly to a 

discrete feature set, corresponding to the genes in the organism, as mRNA is a 

direct transcript of the gene. Accessible chromatin, on the other hand, can 

encompass several classes of functional elements (Dunham et al., 2012; Thurman 

et al., 2012), which are scattered throughout the genome. One approach to tackle 

this is to aggregate the sequencing reads and identify regions of the genome with 

a significantly higher pileup of reads relative to neighbouring regions. These high 

signal-to-noise regions, known as peaks, are used as the feature set for building a 

count matrix (Y. Zhang et al., 2008). While this is powerful and a commonly used 

approach, one drawback is the possibility of masking a weaker but bona fide signal 

adjacent to a strong peak. Therefore, another common approach is to build a 

count matrix using fixed-width genomic bins. This ensures that the entire genome 

is scanned for reads, before filtering out empty bins or bins with low counts and is 

explored in section 3.5.1. 

 

 

Figure 4: Viability and size distribution of fragments. Left – Four possible Tn5 configurations after 

adapter loading. Right – Tagmentation events on chromatin are shown as colour-coded crosses 

on the DNA and correspond to the Tn5 configuration at that cut-site. Fragments generated based 

on the inserted adaptor orientations. Shorter fragments are enriched in nucleosome-depleted 

regions while longer fragments are distributed according to nucleosomal periodicity. Fragments 

flanked by same end adaptors are non-viable for sequencing and are indicated with an asterisk. 

Nucleosomes are depicted as blue circles. Created with BioRender.com. 
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2.5 Histone-tail modifications 

Profiling chromatin accessibility is an important technique for identifying cCREs 

for all the reasons stated earlier. However, accessibility is only one layer of 

epigenetic regulation. To get a more granular understanding of the epigenome, we 

also need to look at another layer of the blueprint – histone tail modifications. 

The histone proteins in a nucleosome have long N-terminal residues that emanate 

out from the core, known as the “histone tail”. Residues on the histone tail can bear 

a wide range of post-translational modifications (PTMs), which serve as signalling 

beacons for proteins such as transcription factors, chromatin remodelling 

complexes and other chromatin-interacting proteins. Consequently, these 

modifications functionally annotate the local chromatin at a molecular level and 

form what is known as the histone code (Allis & Jenuwein, 2016; Kouzarides, 2007; 

Strahl & Allis, 2000).  

The genetic code is virtually universal with a clear link between a DNA sequence, 

the transcribed mRNA sequence, and the ensuing amino acid sequence. The 

histone code on the other hand is far more complex and analogue, with histone 

PTMs investing the chromatin with functional identity, which can alter in the 

context of adjacent modifications. The precision of the code is exemplified by the 

fact that the addition or removal of a single methyl group (three hydrogens 

attached to a carbon, -CH3) to the same amino acid residue (H3K4me2 versus 

H3K4me3) or added to the same amino acid located elsewhere in the tail 

(H3K9me3 versus H3K4me3), can alter the functional state of the chromatin, and 

alter the downstream response. Hundreds of histone PTMs have been identified 

which can be broadly categorized into the following six groups based on the 

chemical groups involved – methylation, acetylation, ubiquitylation, sumoylation, 

citrullination and phosphorylation, although the number of identified histone PTMs 

continues to increase. These groups have often distinct but also overlapping roles 

affecting DNA replication, transcription, DNA repair, remodelling, and 

condensation. While all histones can be modified, most modifications found have 

been associated with the H3 histone protein (Bannister & Kouzarides, 2011; 

Kouzarides, 2007). Adding to the complexity, histone modifications are not static. 

While some may endure to represent a more stable state, many are dynamic and 

changing in response to ongoing intracellular signalling and cellular demands. 

Numerous studies have contributed to partially deciphering the functional role of 

different classes of histone PTMs. Methylation can be an active or repressive mark, 
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depending on the context: Trimethylation of lysine 4 on histone H3 (H3K4me3) is 

an active mark and is associated with actively transcribed promoters (Santos-

Rosa et al., 2002). However, when the same histone H3 bears trimethylation of 

lysine 9 (H3K9me3) or lysine 27 (H3K27me3), it represents inactive 

heterochromatin.  Heterochromatin (HC) can also be defined at two levels – 

facultative HC and constitutive HC. While both groups are transcriptionally silent, 

facultative HC exhibits a higher potential to transition to an active state and can 

mark primed or poised regions of chromatin, whereas constitutive HC represents 

more stably repressed regions of the genome. This distinction is also captured in 

the histone code, where H3K27me3 typically marks facultative HC and H3K9me3 

marks constitutive HC (Craig, 2005; Talbert & Henikoff, 2006; Trojer & Reinberg, 

2007). 

Indeed, the H3K27 residue can also display differential methylation, and while tri-

methylation represents facultative HC (H3K27me3), mono-methylation 

(H3K27me1)  is associated with transcriptional activation along with H3K36me3, 

and di-methylation (H3K27me2) is associated with enhancer-specific repression 

(Ferrari et al., 2014).  

Acetylation on the other hand is an active chromatin mark, and H3K27ac is found 

to mark active enhancers and promoters (Gräff & Tsai, 2013).  

The deposition and removal of different histone PTMs is carried out by conserved 

proteins and protein complexes. Histone acetyltransferases (HATs) are a family of 

proteins that add the acetyl group, whereas histone deacetylases (HDACs) 

remove the acetyl group. As such, HDAC activity is associated with gene 

repression, and the inhibition of HDACs with valproic acid (VA) can lead to 

hyperacetylation which has been shown to activate enhancers and even trigger 

cell differentiation (Göttlicher et al., 2001).  

This highlights the complex nature of this code and how these enzymes constantly 

scan and interact with chromatin to maintain an ultra-fine balance and regulate 

gene expression. 

2.5.1 Importance of targeting the histone code  

As mentioned at the start of this section, profiling chromatin accessibility is a 

powerful approach, and can serve as an important tool to identify cCREs. The 

development of several computational methods has aided this effort. Co-

accessibility analysis, which relies on the increased likelihood of regulatory 
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elements and their target genes displaying a shared accessibility state can be 

used to identify regulatory interactions and build gene regulatory networks 

(GRNs) (Pliner et al., 2018). TF footprinting algorithms rely on the dip in accessibility 

seen within open chromatin peaks, corresponding to the TF binding event to 

identify putative regulatory TFs in different cell types (Boyle et al., 2008; 

Hesselberth et al., 2009). Similarly, the chromVar algorithm scans accessible 

peaks for TF motifs and identifies motifs with increased accessibility which can 

be used as a proxy for TF activity (Schep et al., 2017). 

The reliance of chromatin accessibility on computational inference to study gene 

regulation makes it an effective first-pass approach, as it can pinpoint which 

regions of the genome are important for the regulatory blueprint. However, it may 

fall short in providing a definitive understanding of why they are important.  

This is exemplified when we tie in what is known about the histone code. Tools 

such as Hidden Markov Models (HMM) can identify patterns in chromatin 

accessibility to segment the genome into discrete “states” corresponding to 

putative function (Ernst & Kellis, 2010; Thurman et al., 2012). H3K4me3 and 

H3K27ac are both active chromatin marks, found at active promoters or active 

promoters and enhancers respectively, and co-localize with accessible 

chromatin. Consequently, the ATAC signal could encapsulate regions bearing both 

marks. However, profiling with ATAC-seq would provide limited resolution, relative 

to profiling the individual marks themselves. Similarly, H3K27me3, as a marker of 

facultative HC, can be located at primed chromatin regions, which are typically 

accessible, and is commonly seen in embryonic development and in pluripotent 

stem cells (Bernstein et al., 2006). However, ATAC-seq would not be able to 

distinguish active from primed chromatin, which again highlights the difficulty of 

teasing out functional annotations from accessibility alone. 

Hence, to gain a more comprehensive understanding of the regulatory epigenome 

and “sharpen” the image of the blueprint snapshot, it is imperative to have robust 

methods capable of profiling histone marks. 

2.5.2 ChIP-seq 

Chromatin Immuno-Precipitation with sequencing (ChIP-seq) has long been the 

gold standard for profiling chromatin-associated proteins and modifications (D. S. 

Johnson et al., 2007). It involves formaldehyde-based fixation to chemically freeze 

the state of the cell, followed by sonication to shear and fragment the DNA. The 



 

 23 

fragmented DNA is targeted with an antibody against the protein or modification 

of interest and pulled down, producing an enriched pool of protein-bound DNA. 

After reverse cross-linking, these fragments can then be constructed into a library 

and sequenced.  

While ChIP-seq is powerful and robust, it suffers from some drawbacks that make 

the method less than ideal. The high number of input cells required can make it 

difficult to profile rare cell populations or from limited material. The protocol also 

takes several days to generate sequencing-ready libraries, with many steps 

requiring careful optimisation. ChIP-seq data is also inherently noisy due to the 

immunoprecipitation, making it difficult to extract bona fide signals from the noisy 

background. 

2.5.3 CUT&RUN 

CUT&RUN (Cleavage under target and release using nuclease) is a relatively recent 

development which uses a protein-A micrococcal nuclease fusion protein (pA-

MNase) to precisely cut out the region of the DNA bound by the protein of interest 

(Skene & Henikoff, 2017). The protocol is straightforward and involves sequentially 

incubating a primary antibody, secondary antibody and the pA-MNase with 

permeabilized nuclei. The assembled complex is activated using calcium which 

induces the MNase to cut around its tethered site. MNase has both exonuclease 

and endonuclease activity which allows it to first create a double-stranded cut 

and then digest away the chromatin up to the precise site of protein binding. 

These excised fragments are released, amplified into a library construct, and 

sequenced. Unlike ChIP-seq, CUT&RUN can be performed on fewer cells, making 

it attractive for profiling low input samples (Hainer et al., 2019; Patty & Hainer, 

2021). The protocol is also simpler and can be completed within a day, and the 

high specificity of the cutting generates higher signal-to-noise in the data. 

However, both ChIP-seq and CUT&RUN require a separate library construction 

step for generating the final sequencing-ready libraries, which can be 

cumbersome.  

2.5.4 CUT&Tag  

A combination of CUT&RUN and ATAC-seq, CUT&Tag uses a protein-A Tn5 fusion 

protein (pA-Tn5) to perform antibody-tethered tagmentation (Kaya-Okur et al., 

2019). The initial steps are similar to CUT&RUN, however, it relies on magnesium to 

activate the Tn5 transposase and insert sequencing adaptors around the bound 
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site. A major advantage of CUT&Tag over the previous two methods is the in-

protocol library generation step. By loading the Tn5 with the appropriate Nextera-

sequence bearing adaptors, full-length sequencing-ready libraries are generated 

immediately after PCR amplification. This significantly shortens the overall 

protocol, making it more robust and easier to adopt, and also makes it amenable 

to single-cell applications (see section 3.4).  

However, specific applications may make CUT&RUN more attractive than 

CUT&Tag. The higher salt concentrations in CUT&Tag buffers restrict the mobility 

of tethered Tn5, which allows for a more targeted, precise tagmentation around 

the binding site. Simultaneously, the higher concentration also destabilizes 

protein-DNA binding, increasing the likelihood of transcription factors being 

evicted from the chromatin. This issue can be circumvented using CUT&RUN 

which uses lower salt concentrations. Therefore, for profiling sparse TFs, CUT&RUN 

may be more attractive, whereas, for histone modifications which are more 

abundant in the genome, CUT&Tag is better.  

2.6 The 3-D chromatin architecture 

2.6.1 Higher-order structures 

The complex genome of higher-order organisms features regulatory elements 

that can be situated several hundred kilobases away from their cognate target 

genes in linear 2D space (Schoenfelder & Fraser, 2019). However, the nucleus is 

not a 2D entity, and the chromatin contained within is also packed hierarchically 

in volumetric space. At the lowest level, the double-stranded DNA helix is wrapped 

around histones to form nucleosomes. Strings of nucleosomes form chromatin 

fibres which are then organised into more complex structures such as loops 

(Rowley & Corces, 2018).  

According to the loop extrusion model, the CTCF protein and the Cohesin complex 

work together to extrude out and fold the chromatin into loop-like structures (Kim 

et al., 2019). CTCF contains a DNA-binding domain, which recognizes and binds to 

DNA at the well-characterized CTCF motif. The assembled Cohesin complex, 

envelops chromatin like a ring, and driven by ATP, progresses along the chromatin. 

This movement involves extracting the intervening chromatin on both sides, akin 

to pulling a thread through a ring. Loop extrusion continues until the Cohesin 

complex encounters CTCF proteins bound at convergent motif orientations 

(converging CTCF). The loop anchors are therefore dictated by CTCF binding, and 
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disruption of CTCF motif orientations can disrupt loop formation and structure 

(Hakimi et al., 2002; Kim et al., 2019; Sun et al., 2023). 

Multiple sub-loops can be organized within a single larger loop which are more 

stable. These stable domains, called topologically associating domains (TADs) 

correspond to linear blocks of the genome that display increased contact 

frequency relative to regions outside the domain (Dixon et al., 2012). On genomic 

contact maps, TADs appear as sharp triangle-like structures. The base of the 

triangle corresponds to the block of the genome that is contained within the 

domain, while the apex of the triangle reflects the interaction between the outer 

anchors of the domain. TADs can span from few hundred kilobases up to 

megabase resolution (Dixon et al., 2012).  

At even higher levels, the genome is organised into large compartments, which 

appear as a checkerboard-like pattern on genomic contact maps. These 

compartments, arbitrarily named A and B, appear as the first principal component 

after decomposing the genome-wide contact matrix, and reflect the highest order 

of chromatin organization (Lieberman-Aiden et al., 2009). Like TADs, regions 

within compartments exhibit increased contact frequency. These compartments 

are not static; different genomic regions can switch between compartments. Loci 

within the A Compartment are enriched for more activating marks and display 

increased correlation with active gene expression, while B Compartment loci tend 

to be more compact, exhibiting higher contact frequencies at the same genomic 

distance relative to the A compartment. Hence, the A and B compartments 

correspond to the active and inactive regions of the genome respectively 

(Lieberman-Aiden et al., 2009). 

2.6.2 Role of TADs in regulatory interactions 

The loop extrusion model of chromatin conformation provides an explanation for 

long-range enhancer-promoter interactions, and for the “promoter-skipping” 

phenomenon, wherein enhancers can bypass neighbouring, proximal promoters.  

Furthermore, promoters and their regulatory elements are often contained within 

the same TAD to facilitate increased contact frequency for gene expression. 

However, the degree to which TAD integrity contributes to maintaining precise 

enhancer-promoter contact is poorly understood. Studies investigating the 

regulation of the Sonic hedgehog (Shh) promoter via the 850kb distal ZRS element 

have made a compelling case for the role of TADs in facilitating enhancer-

promoter interactions (Lettice et al., 2003; Symmons et al., 2016). Symmons et.al. 
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elegantly showed that when both the promoter and enhancer were embedded 

within the same TAD, gene expression was robust, and was independent of the 

distance between the two elements within the TAD. However, disruption of the 

TAD structure led to weaker expression, which could to an extent be rescued by 

rearranging the loci to be more proximal in linear space (Symmons et al., 2016). 

The function of TADs in creating neighbourhoods for increased regulatory contact 

however cannot explain the regulatory control of genes by enhancers located in 

different TADs, which has also been shown (Javierre et al., 2016).  

2.6.3 Hi-C  

Hi-C is a proximity ligation-based technology enabling unbiased profiling of 

genome-wide contacts (Lieberman-Aiden et al., 2009). Chromatin contacts are 

fixed in place by formaldehyde-mediated crosslinking. The cross-linked nuclei are 

digested with restriction endonucleases, and the free ends are ligated together, 

amplified, and sequenced. When aligning the reads to the genome, paired-end 

reads which appear to originate from distal regions of the genome, called chimeric 

reads, are considered as valid read pairs. These chimeric reads represent two 

distal regions of the genome that were in proximity at the time of fixation and may 

represent genuine chromatin interactions. However, one limitation of this method 

is its global contact capture, which includes both genuine and spurious non-

significant contacts. Therefore, a substantial number of input cells are required to 

decipher the true population-level signal. Nonetheless, Hi-C remains a popular 

method and is responsible for the discovery of genomic compartments and TADs 

and advanced our understanding of chromatin architecture (Dixon et al., 2012).  

2.6.4 Micro-C 

Using restriction endonucleases to fragment the chromatin, as in Hi-C, presents a 

resolution limitation, as the fragmentation only occurs at loci containing the 

recognition sequence for the enzyme. At a 100% cutting efficiency, a 6-cutter 

enzyme such as HindIII would theoretically be expected to cut every 4096bp (46), 

providing at best a 4kb resolution. However, the recognition sequences are not 

uniformly distributed, nor is digestion perfectly efficient, which leads to a lower 

resolution (>4kb). Even with the use of a combination of restriction enzymes, the 

resolution is limited to the kilobase scale.  

Micro-C is a technique similar to Hi-C, but replaces the restriction enzymes with 

an MNase enzyme to digest the chromatin (Hsieh et al., 2015). As seen earlier, the 
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dual endo- and exonuclease enzyme can digest away DNA until it encounters a 

nucleosome. The presence of nucleosome-sized fragments theoretically enables 

nucleosome-level resolution. Although obtaining this high-resolution is still a 

function of the sequencing depth, it has been used to study folding principles in 

greater detail, revealing new insights into cohesin-CTCF dynamics (Krietenstein et 

al., 2020).  

2.6.5 HiChIP & PLAC-seq  

Analysing genome-wide contacts can provide valuable insights, however, for 

certain applications, it may be desirable to specifically capture genome-wide 

contacts mediated by a protein of interest. The proximity-ligation methods HiChIP 

and PLAC-seq enable this specific profiling (Fang et al., 2016; Mumbach et al., 

2016). These methods combine Hi-C and immunoprecipitation to pull down 

ligated genomic fragments bearing the protein of interest. This approach is 

particularly useful for identifying enhancer-promoter contacts. Active enhancers 

are bound by H3K27ac, and targeting this modification can help identify target 

promoters for different enhancers. Another advantage of these methods is the 

reduced sequencing depth required, as only a subset of the Hi-C contacts are 

captured.   
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3 Single-cell epigenomics 
 

3.1 Single-cell sequencing 

Over the last two decades, the rise of Next-Gen Sequencing (NGS) methods has 

facilitated the profiling of diverse cell types and tissues. These methods have 

found applications in transcriptomics, epigenomics and whole-genome 

sequencing. Bulk sequencing whole tissue samples or cells provides a population-

level snapshot of the state of the sample. This is fine for homogeneous samples, 

but for complex tissue samples, the signal can be dominated by the most 

abundant cell types, while smaller, rarer populations get masked. One workaround 

is to purify cell populations using sorting techniques such as fluorescent-

activated cell/nuclei sorting (FACS/FANS). This approach however relies on a priori 

knowledge of surface or intra-cellular proteins that can be targeted during sorting. 

Single-cell sequencing, as the name suggests, captures molecular information at 

a cellular resolution. The granularity achieved through this circumvents the 

masking problem associated with bulk sequencing studies and has been key to 

identifying new cell types in complex tissues as well as subtle yet distinct 

differences within cell types (Linnarsson & Teichmann, 2016).  

The first single-cell study using NGS was performed in 2009 and profiled the 

transcriptome of a mouse blastomere at the four-cell stage (Tang et al., 2009). 

This small but incredibly important pilot study in four cells set in motion an 

avalanche of innovations that have led to an explosion of single-cell studies in 

many organisms and complex tissue types encompassing several millions of cells 

in a single study.  

3.1.1 Achieving cellular resolution 

NGS methods involve capturing information in a biological medium and 

transferring it to an ex-situ dsDNA strand which can then be read on sequencing 

instruments. This workflow presents several engineering challenges, starting with 

extracting the biological information using molecular tools. However, the key 

component is annotating this information using an identifier, or a barcode. These 

barcodes are then used to link the sequencing data with the original sample 

information. Barcodes are typically introduced during strand synthesis steps in a 

PCR or reverse transcription (RT) workflow and consist of a short 8-16bp 
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nucleotide sequence. At the bulk level, barcodes can be introduced using a 

sample-specific barcode in the workflow. However, for single-cell applications, 

this is a non-trivial task as each cell requires its own unique barcode. This requires 

cells to first be partitioned into separate reaction chambers where their barcodes 

can be introduced, after which they can be re-grouped for the remainder of the 

workflow.  

3.1.2 Partitioning methods 

Partitioning methods can broadly be grouped into plate-based partitioning and 

droplet-based partitioning, both of which involve creating some form of barrier 

between individual cells (Baran-Gale et al., 2018). Plate-based partitioning 

methods create a physical barrier by sorting single cells into individual wells of a 

multi-well plate. Droplet-based methods employ a liquid barrier typically by 

encapsulating cells into nanolitre-sized microdroplets. Plate-based methods are 

limited by the number of wells, and while some like the Takara ICELL8 can have up 

to 5184 nano wells in a single plate, these typically have lower throughput 

compared to droplet-based methods which can partition hundreds of thousands 

of cells using microfluidic devices. Microfluidics instruments are often quite 

expensive, however, though the cost may be offset by the lower per-cell cost 

achieved from the increased throughput. Nonetheless, innovations such as split-

pool barcoding strategies can circumvent this limitation in plate-based methods 

through multiple rounds of partial barcoding (Cao et al., 2017; Macosko et al., 2015). 

Plate-based methods typically also have improved sensitivity with higher 

complexity in the final sequencing libraries (Cusanovich et al., 2015). Hybrid 

technologies that combine plate-based and droplet-based methods are also 

becoming popular and can enable ultra-high throughput profiling (Datlinger et al., 

2021). 

3.2 Challenges in single-cell data 

The improved granularity of single-cell data also comes with considerable 

challenges. The smaller sample size, represented by individual cells rather than 

thousands as in a bulk experiment, results in a more constrained sampling pool for 

information capture. Naturally, the single-cell signal is sparser compared to bulk-

level samples. This persists in all single-cell methods but is exacerbated in 

epigenomic methods which target the DNA, where only two alleles per cell are 

putative targets in a diploid organism. 
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Further, the same granularity that enables the unmasking of signals from rare cell 

populations also has the downside that weaker signals from individual cells cannot 

be rescued or strengthened by the aggregate signal of the population. Therefore, 

single-cell data is more sensitive to dropouts or inadequate information capture. 

Furthermore, the absence of a signal is less informative than the presence of a 

signal since the absence could be due to the true absence or due to signal 

dropouts. This is less relevant in bulk studies, where dropouts from a few cells may 

not affect the overall signal in the sample.  

3.3 The ideal experiment 

Several of the drawbacks mentioned earlier could be addressed in experiment and 

technology design. To explore this further, we can consider a hypothetical 

framework for an ideal experiment, which involves complete cell capture, zero 

barcode collisions, and infinite sensitivity. 

3.3.1 Cell capture 

A perfect experiment would ensure that every cell in the starting sample – cell 

culture or tissue – is captured and profiled in the protocol. However, most single-

cell experiments only profile a subset of the cells in a population. Usually, this is 

due to technical limitations of the method itself, with even the highest of 

throughputs being limited to a couple of thousand cells per channel. Although a 

single sample could be split across multiple parallel runs, it remains statistically 

unlikely that every cell would be captured. Another source of cell loss is during 

tissue dissociation, which despite extensive optimization cannot ensure a perfect 

dissociation where all cells are retained intact within the single-cell suspension. 

This is important as it reflects that these experiments only provide a sampling of 

the true population. Furthermore, the choice of sample dissociation protocol has 

also been shown to elicit dissociation-specific changes in cells, which is unrelated 

to the underlying biology, but will show up in the data, skewing the interpretation  
(Marsh et al., 2022).  

3.3.2 Barcode collisions 

Barcode collisions, also called doublets or multiplets, arise when a single barcode 

is shared between multiple cells, leading to an inability to distinguish the 

respective cells from each other in the data. This one-to-many mapping of 

barcodes to cells is not an uncommon feature of single-cell experiments, arising 
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again due to technical limitations. Accidental sorting of two cells into the same 

well (plate-based) or multiple cells being encapsulated into the same droplet 

(droplet-based) will lead to those cells being indexed with the same barcode. 

Commercially available droplet-based methods tackle this by creating barcode 

and cell droplet emulsions at limiting dilutions, such that majority of droplets are 

empty and do not contain cells. This increases the likelihood that the droplets that 

do contain cells will be limited to a single cell. However, this also leads to incredibly 

low efficiency where only 1% of the operational capacity is used to capture cells, 

which also ties into the earlier point about sub-optimal cell capture (Datlinger et 

al., 2021). This trade-off however aims to minimize the likelihood of barcode 

collisions. There are also several computational methods for identifying putative 

collisions in the sequenced data, ranging from simple approaches such as 

selecting cells with abnormally high number of reads (outliers) to more 

sophisticated approaches such as computationally mixing cells and generating 

synthetic collisions that can then be used to build a model for identifying cells that 

mimic the simulated doublets (Wolock et al., 2019). The ideal experiment would 

ensure a perfect one-to-one mapping of barcodes to cells.  

3.3.3 Sensitivity 

The ability to discern differences in cell populations and cell states in a single-cell 

library is dependent on the complexity or richness of the library at the single-cell 

level. This sensitivity refers to the ability of a technology to detect and capture 

molecular information even at minimal concentrations. Technology sensitivity is 

largely a function of the chemistry being used to capture the molecular 

information (Svensson et al., 2018). Generally, droplet-based methods have lower 

sensitivity than plate-based methods (Wang et al., 2021). However, this trade-off 

is balanced by the higher throughput offered in droplet-based methods. Single-

cell transcriptomics methods capturing mRNA molecules have a large target pool 

that can be captured, however, genes with ultra-low expression may have 

transcripts at concentrations too low to be detected, which can bias the 

interpretation of the data. Therefore, the ideal experiment would have perfect 

100% sensitivity capturing all molecular information and providing an unbiased 

view of the state of the cell.  
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3.4 Targeting the single cell epigenome 

Shortly after the rise and explosion of single-cell transcriptomics, the focus shifted 

to single-cell epigenomics. Broadly, the most popular methods have focused on 

chromatin and chromatin-protein interactions, DNA methylation and 3D genome 

architecture. Here, only the first two will be covered.  

3.4.1 Single-cell ATAC-seq 

Single-cell ATAC-seq was developed shortly after its bulk counterpart and 

profiled 254 cells using an integrated fluidics circuit (IFC) for the 

compartmentalisation (Buenrostro et al., 2015). A plate-based combinatorial 

barcoding approach soon followed, capturing single-cell chromatin profiles in the 

nematode C. elegans, and adult mouse tissue (Cao et al., 2017; Cusanovich et al., 

2015, 2018). The release of the commercial scATAC-seq droplet-based platform 

by 10x Genomics in 2019 enabled higher cell throughputs per experiment. Now, 

single-cell chromatin accessibility profiling has been widely implemented and 

applied in various settings, to characterize chromatin profiles in complex tissues 

as well as whole organisms (Domcke et al., 2020; Mannens et al., 2023; 

Markenscoff-Papadimitriou et al., 2020; Satpathy et al., 2019; Zhang et al., 2021; Zu 

et al., 2023). 

3.4.2 Single-cell CUT&Tag 

As CUT&Tag is basically antibody-tethered ATAC-seq, it lends itself well to single-

cell applications. This was highlighted in the original CUT&Tag study, where the 

investigators used the Takara iCELL8 nano-dispensing system to sort tagmented 

nuclei into a multi-well plate, followed by introducing well-specific barcodes 

through PCR (Kaya-Okur et al., 2019). This was later expanded on in multi-

CUT&Tag, which could target multiple histone PTMs, but also on a plate-based 

platform (Gopalan et al., 2021). In an effort to increase throughput, we then 

developed scCUT&Tag, by optimising the bulk CUT&Tag protocol to be 

compatible with the commercial 10x Genomics scATAC-seq platform (Bartosovic 

et al., 2021). This study is captured in Paper II and is explained in detail in Chapter 

5. In parallel, another study by Wu et.al. used a similar approach to profile 

H3K27me3 in individual cells of human brain tumours (Wu et al., 2021). 
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3.4.3 nanoCUT&Tag 

nanoCUT&Tag was developed as a successor to scCUT&Tag (Bartosovic & 

Castelo-Branco, 2022), and featured three prominent changes that shortened the 

protocol, improved read metrics, and enabled multiplexed targeting. These 

changes are discussed in detail here, as these principles were leveraged to build 

the method detailed in Paper IV. 

i) Nanobody-Tn5 fusion protein 

Secondary nanobodies are single-domain antibodies that retain the antigen 

binding site but with a smaller footprint than a traditional antibody (Pleiner et al., 

2017). Bartosovic et. al. fused secondary nanobodies with the Tn5 protein to 

produce nanoTn5 fusion proteins which replaced the need for using separate 

secondary antibodies and a pA-Tn5 protein, as in scCUT&Tag. Further, the 

nanoTn5 and primary antibody could be added simultaneously to permeabilized 

nuclei to allow binding. In addition to shortening the length of the protocol, another 

benefit was the reduced cell number requirement at the start of the protocol.  

ii) Deterministic adapter loading 

As highlighted in section 2.4.5, the semi-stochastic nature of Tn5 loading leads to 

a loss of 50% of the fragments. This is due to the requirement for the appropriate 

flanking sequence combination (ME-A and ME-B). Here, Bartosovic et.al. loaded 

the nanoTn5 with a ME-A construct only, ensuring that all tagmentation events 

resulted in the incorporation of a ME-A fragment. Following droplet encapsulation, 

the fragments were then amplified, incorporating the cell barcode on the P5 end. 

However, this amplification is linear and not exponential, due to the missing ME-B 

cassette which would have served as the template for the reverse primer. This 

was then followed by a second tagmentation step using a wild-type Tn5 protein, 

loaded with the ME-B cassette only. This tagmentation event introduced the ME-

B sequence randomly into the linearly amplified DNA fragments, creating viable 

fragments that were now flanked with both ME-A and ME-B.  

The deterministic loading followed by a two-step tagmentation improved the 

sensitivity of the protocol and captured more fragments per cell relative to the 

original scCUT&Tag protocol (Bartosovic & Castelo-Branco, 2022).  
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iii) Antibody barcoding 

Finally, by using mouse-specific and rabbit-specific nanoTn5 proteins, it became 

possible to combine this with rabbit and mouse primary antibodies, thereby 

enabling the targeting of two epitopes simultaneously. The addition of an 8bp 

antibody barcode in the adapters loaded on the species-specific nanoTn5 

proteins allowed the demultiplexing of the modalities in downstream data 

analysis. Further, by adding a similar antibody barcode to a wildtype Tn5, it was 

also possible to target accessible chromatin (ATAC) before antibody-nanoTn5 

binding, which enabled the simultaneous capture of 3 modalities in the same cell. 

3.5 Data analysis approaches 

The single-cell epigenomics field is relatively young, but the rapid pace of 

technology development has necessitated the development of computational 

methods for analysing the complex data that is generated. Here, rather than 

getting into the intricate details of every step of the analysis pipeline, I will 

describe some of the key steps and considerations involved in processing high-

dimensional single-cell data. 

3.5.1 Building the count matrix 

After the first step of aligning the sequencing data to a reference genome and 

calling cells using the unique barcode, the next step is to build a count matrix for 

analysis. 

The count matrix will typically have individual cells as rows and features as 

columns, or vice versa. As alluded to in section 2.4.5, feature selection for genomic 

information is an important parameter that can influence the resulting analysis. 

While both peaks and genomic bins can be used, single-cell experiments involving 

complex tissue may benefit more from using the latter, simply due to the diversity 

of putative cell types in the sample. The robustness of the peaks called over the 

whole dataset will likely be skewed depending on the frequency distribution of cell 

types in the data. 

Using genomic bins allows for unbiased sampling across the entire genome, after 

which empty bins and low-coverage bins can be removed. If using bins, another 

point to consider is the bin size. While using smaller width bins increases the 

granularity of the features, it naturally leads to a lower read count per bin. In 

addition, it is also important to consider the computational requirements when 
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working with large matrices resulting from narrow bins. For instance, covering the 

genome using a bin width of 2000bp, would generate approximately 1.5 million 

bins – an incredibly high number, and potentially resource intensive particularly if 

the dataset is of high quality with deep sequencing depth and high complexity. 

The bin width can also be chosen based on the type of dataset. snATAC-seq data 

may benefit from smaller bins due to the nature of regulatory elements being 

captured in accessible chromatin – promoters, enhancers, CTCF-bound sites etc. 

– which all have relatively small footprints. However, in scCUT&Tag and 

nanoCUT&Tag, the width can be selected depending on the likely distribution 

pattern of the histone PTM being profiled. H3K36me3, an active mark associated 

with active transcription, is typically deposited across the gene body. The 

repressive H3K9me3 and H3K27me3 marks which typically mark constitutive and 

facultative heterochromatin respectively, also span multiple nucleosomes and 

have broader signal. These three modifications would likely benefit from broader 

bins ranging from 10kb to 50kb, whereas narrower bins would be better for other 

marks such as H3K27ac and H3K4me3, marking active enhancers and promoters 

respectively.   

3.5.2 Normalization and dimensionality reduction 

Data normalization is an important step to account for differences and variability 

in read depth, as well as sparsity. In addition, the dimensionality of these datasets 

also poses a challenge. Each feature in the count matrix informs about one 

molecular attribute and contributes to one dimension of data space for the 

analysis. While adding more features can seem more informative (for instance – 

having information about 10 attributes is more informative than just 2 attributes), 

the addition of each feature exponentially increases the data space, creating 

significant computational challenges during analysis. One approach to simplify 

this is to use the manifold assumption, which states that single-cell states span a 

low-dimensional manifold, rather than high-dimensional ambient space (Moon et 

al., 2018). Dimensionality reduction approaches, therefore, aim to transform the 

high-dimensional feature matrix into a lower-dimension matrix, while preserving 

the true variation present in the dataset, using methods such as principal 

component analysis (PCA) and singular vector decomposition (SVD). This 

reduction approach reduces the data space in which the data lies and eases the 

computational complexity, while still capturing most of the underlying biological 

differences.  
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In single-cell epigenomics, a common approach used for normalization is latent 

semantic indexing (LSI), which first performs term frequency-inverse document 

frequency (TF-IDF) for normalization followed by SVD for dimensionality reduction 

(Aizawa, 2003; Cusanovich et al., 2018). This approach is rooted in the field of 

natural language processing (NLP), where it is used to extract information and 

relationships between words (terms) in a corpus of text documents. This 

approach is especially useful when dealing with sparse data, for which single-cell 

epigenomics fits the bill. In essence, TF-IDF normalization alters the count matrix 

by assigning weights to each item in the matrix depending on the frequency of a 

feature in a cell (term frequency) and its global frequency across cells (document 

frequency). This aims to dampen the feature signal shared across multiple cells 

(less informative), and amplify the rare, less common signal (more informative). 

Following this with SVD then produces a new lower-dimensional matrix 

representing the “latent space” (Cusanovich et al., 2018). 

3.5.3 Batch correction and clustering 

Dimensionality reduction methods aim to capture the major sources of variation, 

but it is important to distinguish undesirable technical variation from the desired 

biological variation. Technical variation can arise due to many factors, including 

random fluctuations and unintentional biases introduced during the experimental 

workflow due to operator bias or batch-to-batch variation with reagents and 

sequencing. Collectively, these are called batch effects and can skew data 

analysis and interpretation. While measures can be taken to minimise batch 

effects in the upstream experimental workflow through proper planning, sample 

randomization and minimizing experimental and sequencing batches, complete 

elimination is not always feasible. This limitation is evident during the integration 

of external datasets in downstream analysis, where experimental factors are 

beyond our control, and can introduce substantial variation (Stuart et al., 2019). 

Many batch correction algorithms have been developed to assist in the removal 

of this unwanted technical variation such as Harmony, Scanorama, ComBat, and 

CCA, among others (Butler et al., 2018; Hie et al., 2019; W. E. Johnson et al., 2007; 

Korsunsky et al., 2019; Stuart et al., 2019). The choice of the algorithm also depends 

on the application as different methods prioritize different aspects of the 

correction, with some performing an aggressive technical correction, at the cost 

of losing some biological variation, while others are optimized at preserving the 

biological variation with a softer technical correction (Luecken et al., 2022). 
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After batch correction, a cell-to-cell connectivity graph based on a k-nearest 

neighbours (kNN) approach is constructed over which clustering is performed. 

Clustering, or community detection, aims to find cell communities with similar 

feature profiles in the latent space. At the highest level, clusters reflect broad cell 

types captured in the dataset, but at higher resolutions can reveal finer 

differences and heterogeneity. A useful approach to identify fine clusters, is to 

first perform broad level clustering, and then either repeat the clustering on each 

broad cluster, or re-run the LSI using variable features found in the broad clusters, 

to tease out finer distinctions (Granja et al., 2021). 

3.6 A note on multimodal methods  

Single-cell technologies have revolutionised our understanding of molecular 

biology and revealed incredible insights into tissue and cell biology. Just as 

scRNA-seq experiments have revealed transcriptomic heterogeneity, epigenomic 

experiments have revealed molecular mechanisms and regulatory pathways 

potentially underlying these diverse states. However, profiling individual 

modalities has a major shortcoming: cellular function is remarkably complex and 

dynamic, and processes occur at multiple levels. Each single-cell application 

targeting a specific modality provides only a partial perspective, akin to 

illuminating an object in a dark room with a flashlight from a fixed angle. The 

resulting shadow on the opposite wall represents the data generated and offers 

only one perspective of the biological truth. Several computational methods have 

been developed which can integrate datasets from different modalities, and while 

useful, the limitation remains that the datasets were generated from different 

experiments. To gain a more comprehensive understanding, profiling additional 

modalities in the same cell is essential, by shining multiple lights within the same 

room on the same object. multimodal technologies aim to do just this by capturing 

multiple modalities within the same cell, and not different cells, providing a more 

accurate snapshot of the underlying biology.  

Multimodal profiling is far more challenging than single-modality profiling, as 

multiple molecular moieties, with different biochemical properties, need to be 

preserved and tagged with the cell barcode. Following this, the modalities also 

need to be split and processed separately. Despite this, the past few years have 

seen a surge in the development of these methods capable of targeting and 

capturing multiple sets of features within a cell. Paper IV of this thesis also 
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attempts to do the same by simultaneously profiling 4 orthogonal modalities 

within the same cell, to increase our understanding of cellular function.  
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4 Research Aims 
This thesis has two overarching objectives: 

1. To develop new single-cell technologies for profiling the epigenome and 

transcriptome (Papers II and IV) 

2. To apply single-cell methods to characterize oligodendroglial chromatin 

states (Papers I and III) 

Specifically, these are addressed in each paper’s research aims: 

Paper I 

- Profile accessible chromatin of oligodendroglia in a mouse model of MS  

- Identify regulatory mechanisms controlling the immune-like 

transcriptional state in these cells 

- Characterize the interplay between specific transcription factors and 

histone modifications in activating immune gene expression 

Paper II  

- Develop a method for profiling histone post-translational modifications 

and transcription factors at single-cell resolution 

- Delineate regulatory principles such as promoter bivalency, H3K4me3 

spreading and promoter-enhancer interactions in different neural cells 

Paper III 

- Characterize the accessible chromatin and histone PTM landscape in 

adult human neural cells 

- Identify regional differences in adult human oligodendroglia  

- Deconvolute regulatory mechanisms for HOX gene repression in spinal-

cord derived oligodendroglia 

Paper IV 

- Develop a new multi-modal single-cell technology capable of 

simultaneously capturing multiple layers of the epigenome and the 

transcriptome 
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5 Results 

 

5.1 Paper I - Epigenomic priming of immune genes 

implicates oligodendroglia in multiple sclerosis 

susceptibility 

In the inflammatory environments of MS and EAE, OPCs are recruited to the site 

of lesions to differentiate and remyelinate denuded axons (Franklin & Ffrench-

Constant, 2008). We and others have previously shown that oligodendroglial 

(OLG) lineage cells actively participate and modulate the inflammatory 

microenvironment by upregulating several immune-associated genes including 

proteins of the MHC-I and MHC-II antigen presentation complex (Falcão et al., 

2018; Kirby et al., 2019). These transcriptional changes and functional activity 

opened a new avenue into understanding the role of these cells in disease.  

The aim of this study was to characterize the regulatory landscape of OLG lineage 

cells in EAE, to better understand how these immune programs are 

transcriptionally activated. We first performed snATAC-seq in OLG-enriched cell 

populations from spinal cords of CFA-Control and EAE mice, using droplet-based 

(10x Genomics) and plate-based (pi-ATAC) platforms.  

In the EAE-derived OLGs, we found several peaks proximal to genes associated 

with immune pathways, suggesting the chromatin changes were in line with the 

previously published transcriptomic changes. Interestingly, we found that only 

11.48% of differentially accessible peaks in EAE-OLGs were associated with 

promoters while 33.65% and 49.02% were intergenic and intronic elements, which 

suggested that changes in enhancer utilization may drive the transcriptomic 

changes that had been observed. In line with this, we found that several genes in 

the MHC-I and MHC-II pathways such as Tap1, Psmb8, Psmb9, Tap2, Nlrc5, H2-Aa, 

and H2-Ab1 displayed promoter accessibility in both CFA-Control and EAE-

derived OLGs, though accessibility was higher in disease, indicating promoter 

priming. We then performed multiOme ATAC+RNA co-profiling in CFA-Control 

and EAE and confirmed that accessibility of the MHC-I and MHC-II genes were not 

associated with expression, unlike in EAE, where promoter accessibility correlated 

with their expression.  
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We had previously shown that IFN-g activates immune gene expression in OPCs 

in vitro. Further, since several IFN-g response genes were activated in EAE, we 

performed ATAC-seq and RNA-seq in IFN-g treated primary mouse OPCs to 

check if chromatin accessibility changes underlie the activation of these genes in 

vitro. Overall, we found 867 genes with altered expression but only 47 chromatin 

sites with differential accessibility in IFN-g treated OPCs. Like we saw in EAE, most 

chromatin alterations were found at intergenic and intronic regions. We also 

observed that a large subset of upregulated immune response genes did not 

display any alteration in chromatin accessibility. Of these genes, some displayed 

increased accessibility at regions close to the promoter suggesting enhancer 

activation. Collectively, our in vitro data indicated that OPCs display a primed 

chromatin state at several immune gene promoters.  

Enhancer sequences are bound by TFs which is associated with their activation. 

Given that most chromatin accessibility changes in EAE were observed at distal 

enhancer elements, we used chromVar to search for changes in TF motif 

accessibility in EAE-OLGs. Among others, we found several TFs with 

immunoregulatory functions such as KLF4, KLF13, FOS, JUNB, BACH1, BACH2, IRF1, 

IRF2, STAT1, STAT2 and STAT3 with increased motif accessibility in EAE-OLGs.  

Given the roles of BACH1 and STAT1 in regulating inflammatory macrophage 

differentiation and IFN-g signal transduction, we performed siRNA-mediated 

knockdown of Stat1 and Bach1 separately in IFN-g treated primary OPCs, followed 

by bulk RNA-seq. Bach1 knockdown led to increased expression of the MHC-I 

genes H2-Q4 and H2-Q7 and the MHC-II gene Cd74, which suggested that BACH1 

may be a negative regulator of these immune genes. In contrast, Stat1 knockdown 

decreased the expression of several immune-related genes including H2-Ab1, 

Cd74, Il12rb1, Cd274, Irf1, Irf8, Nlrc5, Tap1, and Psmb8, suggesting STAT1 may 

positively regulate these genes upon IFN-g treatment in OPCs. This was further 

corroborated by performing CUT&Tag targeting STAT1 in IFN-g treated OPCs, 

which showed increased STAT1 binding at these upregulated genes.  

While enhancer activation plays a role in target gene expression, it is not the only 

layer regulating this. To get a more holistic view of the regulatory landscape, we 

performed CUT&RUN targeting the histone modifications H3K27ac (active 

enhancers), H3K27me3 (inactive/primed promoters), H3K4me3 (active 

promoters) as well as the insulator protein, CTCF. We also performed HiChIP 

against H3K27ac to evaluate promoter-enhancer interactions. Using the Activity-

by-contact (ABC) model, we integrated the ATAC, H3K27ac and HiChIP data to 
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identify enhancers and their target promoters. We observed increased H3K27ac 

deposition at enhancers around MHC-I and MHC-II genes upon IFN-g treatment. 

Interestingly, many of the immune genes which were activated upon treatment 

also presented low H3K4me3 and high H3K27me3 deposition in Control, 

suggesting these were bivalent promoters. Upon IFN-g treatment, H3K27me3 was 

removed and H3K4me3 was increased. 

The Enhancer of Zeste homolog 2 (EZH2) protein is the component of the 

Polycomb Repressive Complex 2 (PRC2) responsible for the deposition of 

H3K27me3. Hence, we then tested if depletion of H3K27me3 through 

pharmacological inhibition of EZH2 could increase the expression of immune 

genes. Following 96h treatment with an EZH2 inhibitor, we treated the cells with 

IFN-g and found increased expression of several immune genes, indicating that 

EZH2-mediated H3K27me3 deposition maintains the genes in a primed state.  

We also observed similar priming of immune genes (TAP1, TAP2, PSMB8, PSMB9) 

in non-immune neural cells in the human brain. Finally, we found that a subset of 

MS-associated SNPs overlapped with regulatory regions in OLGs, suggesting that 

MS susceptibility may be linked to alterations in the regulatory activity of these 

distal enhancers. 

5.2 Paper II - Single-cell CUT&Tag profiles histone 

modifications and transcription factors in complex tissues 

Profiling chromatin modifications in individual cells can deconvolute regulatory 

principles underlying different cell states, however most methods that were 

available were limited by sensitivity and throughput. In this study, we developed 

scCUT&Tag by combining the 10x Genomics scATAC-seq platform with CUT&Tag 

to profile histone modifications and transcription factors in thousands of single 

cells with improved sensitivity over existing methods. We showcased the 

potential of scCUT&Tag by applying it to the juvenile mouse brain targeting a 

range of histone modifications, the transcription factor OLIG2 and the cohesin 

component RAD21.  

CUT&Tag is similar to ATAC-seq, with the main distinction being that the 

tagmentation step is antibody-tethered, in the former. The original bulk CUT&Tag 

protocol used concanavalin-A coated magnetic beads to bind cells and nuclei, 

and a magnet to hold the bead-cell complex during wash steps. As these 

magnetic beads would be incompatible with the 10x Genomics microfluidics 
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platform, we opted for centrifugation-based wash steps in place of the magnet-

based separation. These steps were optimized by adding BSA to the buffers to 

minimize nuclei clumping induced through repeated centrifugation steps. 

Following tagmentation, we integrated the CUT&Tag protocol with the 10x 

Genomics scATAC-seq (v1 and v1.1) kits for single-cell encapsulation up till library 

completion. We first tested the protocol by targeting H3K27me3 in a mixture of 

three mouse cell lines and were able to deconvolute all cell lines in the sequenced 

data. 

We then applied scCUT&Tag to the juvenile mouse brain targeting the histone 

modifications H3K27me3, H3K27ac, H3K4me3 and H3K36me3. We used peaks 

proximal to marker gene populations to initially annotate the broad neural cell 

types. In the active marks of H3K4me3, H3K27ac and H3K36me3, we found a 

strong marker gene signal for each cell type and an inverse signal for the 

repressive mark H3K27me3. Comparing the data quality with other published 

technologies revealed that scCUT&Tag performed at par or better for signal 

specificity and captured more cells per experiment.  

Single-cell transcriptomic atlases serve as excellent references for annotating cell 

types. We extracted the top 100 differentially expressed genes for different neural 

populations in a published mouse atlas and aggregated the H3K4me3 signal 

around the promoter of these gene sets to generate a per-cell metagene score. 

This RNA semi-agnostic method also worked well to identify different cell types, 

which we validated by integrating the H3K4me3 dataset with the transcriptomic 

atlas using the standard approach - canonical correlation analysis (CCA).  

H3K4me3 marks active promoters, however the breadth of the H3K4me3 mark 

has been linked to transcriptional activity of the gene. In line with this, we observed 

that the H3K4me3 breadth at marker gene promoters was greater compared to 

all genes. To see how the mark changed upon OPC differentiation, we first ranked 

the cells of the OLG lineage in a pseudotime trajectory and observed the 

H3K4me3 signal breadth from OPCs to MOLs at the top 100 MOL promoters. We 

observed a steady increase in the width of the signal along the pseudotime 

trajectory, which was in line with the expected increase in expression of these 

genes. These results indicate that the scCUT&Tag data faithfully recapitulate 

histone PTM dynamics at the cellular level.  

We also tested scCUT&Tag against the transcription factor OLIG2 and the cohesin 

complex subunit RAD21. While the resolution of the data was lower compared to 
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the histone modifications, we could still identify two clusters in the OLIG2 dataset 

corresponding to an OLG population and a non-OLG population. Performing a de 

novo motif search on the peak sets in both datasets identified motif sequences 

that were similar to the CTCF-binding motif (for RAD21) and other published OLIG2 

motifs (for OLIG2).  

Finally, we tested the quality of H3K27ac peaks called in the OLG populations by 

feeding them into the ABC model to predict putative promoter-enhancer 

interactions. As an orthogonal measurement, we performed HiChIP against 

H3K27ac in cultured primary mouse OPCs and validated the ABC-inferred loops 

using a signal pileup analysis on the HiChIP dataset. This revealed strong signal 

enrichment at the inferred loops, highlighting the ability to use scCUT&Tag data 

for predicting cell type-specific regulatory interactions.  

5.3 Paper III - Single-nuclei histone modification profiling 

of the adult human central nervous system unveils 

epigenetic memory of developmental programs 

The cells of the human central nervous system display marked transcriptional 

heterogeneity. However, the epigenetic landscape underlying this diversity is not 

well understood. In this study, we sought to chart the chromatin accessibility and 

histone modification landscape of different neural populations by performing 

snATAC-seq and nanoCUT&Tag on archival post-mortem tissue samples from 

different regions of the adult human CNS.  

Using snATAC-seq, we could identify the broad neural populations. Interestingly, 

while the neurons clearly separated out based on their electrophysiological profile 

and tissue of origin, the glial cell populations displayed a far more homogenous 

structure. We then performed nanoCUT&Tag, co-profiling H3K27ac and 

H3K27me3 in the same cell, with metrics comparable to that of our previously 

published juvenile mouse dataset. As H3K27ac marks active enhancers and 

overlaps with regions of accessible chromatin, we could integrate the snATAC-

seq data with the H3K27ac data to annotate the cells and use the shared barcode 

between the histone modalities to annotate the H3K27me3 data. Our 

nanoCUT&Tag dataset is the first joint multi-modal single-cell histone PTM 

dataset of the adult human CNS. 
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Using co-accessibility analysis, we found an OLG-specific link between the SOX10 

promoter and a distal upstream enhancer that had not been previously 

associated with the SOX10 gene. We found a conserved binding motif for the 

transcription factor, TFAP2A at the core of the enhancer peak, which has been 

shown to regulate the expression of SOX10, albeit via a different enhancer. 

Furthermore, within MOLs the enhancer was also co-accessible with the 

CDC42EP1 gene, which is associated with myelin sheath compaction. These 

results highlighted the utility of our dataset for finding putative regulatory 

interactions within neural populations. 

We also used the H3K27ac and ATAC datasets to build a core regulatory 

transcription factor network, where we found several HOX proteins within the OPC 

network displaying strong predicted regulatory activity. These TFs were also 

identified within the MOL regulatory network, but with lower predicted activity. As 

the HOX genes are expressed in the developing spinal cord, we then checked if 

there was regional specificity between the motor cortex and cervical spinal cord. 

Differential accessibility analysis revealed increased HOX chromatin accessibility 

within spinal cord-derived OLGs. Despite this, spinal cord OLGs did not display 

robust HOX expression, ascertained by performing multiOme ATAC+RNA co-

profiling and by checking an adult CNS transcriptomic atlas, which suggested 

epigenetic memory of these genes in the adult OLGs. Genome browser tracks 

further revealed increased H3K27ac and ATAC signal and reduced H3K27me3 

signal around 3’ HOX-A and HOX-D genes. This signal distribution was inverted at 

the 5’ end of the clusters. Though H3K27me3 at the 3’ end was less than that at 

the 5’ end, it was still greater than the signal outside the cluster, indicating that it 

may be sufficient to prevent robust transcription.   

HOX activation during development is also regulated by the 3D chromatin 

architecture around the clusters. Given the epigenetic memory of the chromatin 

at HOX loci in OLGs, we then investigated if the 3D architecture plays a role in 

maintaining the development-like state. We performed Micro-C in iPS-derived 

human OPCs (hOPCs) and observed the development-associated c-Dom and t-

Dom TAD structures at the HOX-A and HOX-D clusters. These TADs contain 

enhancers that regulate the expression of the HOX genes in development. 

Interestingly, we observed increased activation (ATAC + H3K27ac) signal at the 

enhancers in the adult spinal cord OLGs, suggesting these genes may also be 

primed for expression through 3D contact with the distal enhancers.  
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HOX activation is also seen in glioblastoma, and recent studies have shown that 

the molecular architecture around the HOX genes in midline high-grade gliomas 

(HGG) faithfully recapitulates the locus of origin, captured by the spatiotemporal 

address of the cell of origin. Of the HOX genes activated in H3K27M mutation-

bearing pontine HGGs, several presented primed promoters with high ATAC and 

H3K27ac signal in our non-diseased spinal cord-derived OLGs. Further, the 3D 

chromatin architecture in pontine gliomas resembled a similar pattern to our 

Micro-C dataset. Collectively, these results indicated that epigenetic memory 

around HOX genes is maintained well into adulthood, but repressed via H3K27me3, 

and that the disruption of H3K27me3 deposition in H3K27M-bearing HGGs may 

de-repress these genes, driving their expression. 

5.4 Paper IV - 4-in-1 multimodal single-cell epigenome 

and transcriptome co-profiling 

Multimodal single-cell technologies have improved our understanding of cellular 

processes. By capturing multiple orthogonal components within the same cell, 

these technologies enable direct comparisons, rather than necessitating 

correlations and integrations of datasets from different cells and experiments. 

While many multimodal approaches are available, some combinations remain 

more difficult to profile than others – such as chromatin proteins and the 

transcriptome. In this study, we present nanoCTAR (pronounced: nano-star), a 4-

in-1 approach that simultaneously profiles chromatin accessibility, two histone 

modifications and the transcriptome in thousands of single cells.  

The multiOme platform uses a ligation reaction to introduce the cell barcode 

within the microdroplets, whereas the scATAC-seq platform does so using strand 

extension in PCR. Hence, we designed a new adapter cassette for the Tn5 which 

allows for ligation and incorporates a DNA modality barcode. The longer protocol 

also presented a challenge for maintaining RNA integrity, and so we added RNase 

inhibitors to all buffers and performed all steps (except tagmentation) on ice or at 

4°C. The shared cell barcode within individual droplets links the DNA modalities to 

the RNA, and the DNA barcode on the adaptor cassettes allows deconvolution of 

each DNA modality. The custom adapters also necessitated custom read setup 

and sequencing primers.  

We tested nanoCTAR on freshly dissociated embryonic mouse brains at E14.5, a 

time point characterised by dynamic cell lineage transitions, targeting the histone 
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modifications H3K27ac and H3K27me3. We sequenced to a depth of 50 million 

reads each for the epigenomic library (ATAC + H3K27ac + H3K27me3) and the 

transcriptomic library (RNA) and resolved 9820 cells shared across all four 

modalities. The genomic distribution of the different DNA modalities faithfully 

reflected the expected patterns, with high TSS enrichment scores for H3K27ac 

and ATAC and low for H3K27me3. The RNA dataset captured ~4000 RNA 

molecules and ~2000 genes per cell, with minimal mitochondrial genes. 

We then integrated the RNA dataset with a published mouse brain atlas to identify 

the cell types and observed coherence between all four modalities at cell type-

specific genes. Collectively, these results showcase the potential of nanoCTAR for 

co-profiling four orthogonal modalities in the same cell, even with shallow 

sequencing.  
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6 Conclusions & Perspectives 
 

The work presented in this thesis initially aimed to further our understanding of 

the epigenetic landscape and gene regulatory mechanisms, particularly within the 

OLG lineage and the broader central nervous system. Paper I and Paper III 

represent endeavours to explore these aspects in mouse and human contexts, 

respectively. Along the journey, the aim expanded to include technology 

development for epigenetic profiling that could help navigate the dense and 

complex layers of the epigenome. This second endeavour is captured in both 

Paper II and Paper IV, but the latter in particular aimed to push the boundaries of 

what was possible to profile within individual cells. 

6.1 On oligodendroglial biology 

The great themes in OLG research have broadly ranged from understanding the 

spatiotemporal events underlying OPC production during development, the 

molecular cues driving OPC differentiation, microenvironmental stimuli triggering 

myelin production in MOLs, myelination dynamics and demyelination-associated 

pathologies. The single-cell era has certainly helped us march faster and further 

down these research avenues but has also revealed new paths ripe for exploration.  

In multiple sclerosis, OLGs were historically seen as passive victims of the immune 

cell-mediated inflammatory cascade. However, there is growing evidence that 

refutes this and shows that OLGs are indeed capable of interacting with and 

potentially modulating their microenvironment. MHC-II gene expression in OPCs 

and antigen presentation functionality certainly make them culpable, but it is 

unclear whether this aggravates or ameliorates the immune cascade. In Paper I, 

we showed that OLGs display promoter priming at several immune genes that are 

activated in the context of EAE. We also proposed a de-repression model of 

activation of these genes mediated by the EZH2 subunit of the PRC2 complex. 

While chromatin accessibility was observed at single-cell resolution in EAE, the 

histone landscape was characterized in bulk assays in cultured OPCs. This 

prompts the question – do all OPCs in EAE exhibit promoter priming with 

H3K27me3, or is it confined to a subset? While the bulk assays cannot answer this, 

scCUT&Tag (Paper II) and its successor nanoCUT&Tag could provide the 

granularity to address this. We know that OPCs presenting the immune-like state 

have a diminished capacity for differentiating into MOLs (Falcão et al., 2018; Kirby 
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et al., 2019). Conversely, OPCs play a well-established role in migrating to lesions 

and differentiating to MOLs (Franklin & Ffrench-Constant, 2008). These opposing 

points can be reconciled by the observation that only a subset of EAE-derived 

OPCs display the immune-like phenotype, encompassing both antigen-

presenting and immunosuppressive characteristics. Consequently, we 

hypothesised that OPCs may encounter a fate choice – to contribute to 

remyelination efforts or transition to an immune-OPC state. However, the 

temporal aspect of the choice remains unresolved – is the fate choice triggered 

by the inflammatory context, or is it predetermined, and if so, when? The 

nanoCUT&Tag experiments again may help address this, and I suspect that a 

subset of OPCs are predisposed to initiate the immune transition in EAE. The first 

line of support for this is the observation that while OPCs tile the entire CNS, only 

a fraction differentiates into MOLs. A parsimonious explanation for this is that 

OPCs have alternative roles in physiological contexts. Indeed, several lines of 

evidence provide more concrete support for this.  

A study in the zebrafish spinal cord by Marisca et.al. identified a sub-group of 

OPCs exhibiting increased calcium signalling, but a limited capacity for 

differentiation. This sub-group acts almost like sentinels, surveying and interacting 

with the neural circuit and in response to signalling cues, can divide to give rise to 

a different sub-group of OPCs with increased potential for differentiating into 

MOLs (Marisca et al., 2020). Furthermore, OPCs also express ion channels enabling 

them to be electrically responsive, and as they age, become functionally 

heterogenous in their ion channel density, possibly affecting their differentiation 

potential (Spitzer et al., 2019). Finally, OPCs in the mouse brain are also involved in 

fine-tuning neuronal circuits either by regulating axon growth and axon 

phagocytosis (Buchanan et al., 2022; Xiao et al., 2022). This capacity for 

phagocytosis aligns well with the observations of antigen uptake for presentation 

seen in OPCs (Falcão et al., 2018; Kirby et al., 2019). It would be interesting to 

investigate whether similar pathways and mechanisms are used in both settings.  

Our H3K27ac-directed HiChIP data in IFN-g treated OPCs showed increased 

looping between MHC-II genes and upstream and downstream enhancers, in line 

with these genes being expressed upon IFN-g treatment. Interestingly, we also 

observed looping interactions in control OPCs, though the signal was weaker 

(Meijer et al., 2022). Although cells were exposed to IFN-g for six hours in the 

experiment, preliminary data showed an increase in MHC-II gene expression within 

15 minutes of IFN-g exposure. This rapid activation suggests that a subset of OPCs 
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may already possess a primed chromatin architecture in the absence of 

inflammatory signals, which could allow for rapid activation of these genes when 

needed. A caveat here is that the HiChIP experiment was conducted in a bulk 

population. Therefore, while it is difficult to definitively conclude that a subset of 

cells display this primed 3D architecture in control conditions, it is plausible that 

the presence of a weak HiChIP signal in Control that increased upon IFN-g 

exposure reflects an increase in the proportion of cells displaying the promoter-

enhancer looping.  

However, another intriguing question arises – could there be an alternative 

advantage for maintaining the chromatin architecture in the first place? We know 

the histone landscape is primed, so why prime the architecture too?  

This question primes us well for discussing Paper III, where we observed 

epigenetic memory of the development-associated HOX genes in adult spinal 

cord-derived OLGs. HOX gene expression orchestrates anterior-posterior 

patterning in the developing neural tube, which explains the signal being observed 

in the neuroectoderm-derived OPC, MOL, and AST populations, but not the yolk-

sac-derived MIGL population (Alliot et al., 1999; Krumlauf, 1994). We did not find 

spinal cord-derived neurons in our dataset, likely due to the difficulty in isolating 

these hypoxia-sensitive cells in the tissue. We also observed a decoupling of HOX 

accessibility from robust gene expression assessed by multiOme analysis. 

Nonetheless, proving a negative signal, i.e. absence of HOX transcripts, is 

challenging, and could also be due to the sensitivity of the technology or technical 

dropouts. Another challenge in asserting the attenuated HOX expression in the 

adult spinal cord OLGs is that HOX genes can indeed be expressed postnatally in 

different cell lineages. A classic example of this is in skin fibroblasts, where the 

cells maintain transcriptional memory of HOX gene expression from development 

(Rinn et al., 2006, 2007). This memory is robustly maintained in young and old 

fibroblasts, indicating the HOX program may serve as an internal map for 

remembering positional identity. Bulk transcriptomic datasets have also provided 

insights into HOX expression in the spinal cord (GTEx Consortium, 2020). 

However, the bulk nature of these tissue-level datasets makes it difficult to 

discern specific cell type contributions to the signal. While it has been shown that 

neurons can and do maintain HOX gene expression into adulthood, less is 

understood about expression patterns in the OLG lineage (Briscoe & Wilkinson, 

2004; Hutlet et al., 2016). We and others have previously demonstrated that 

patterning genes, including the HOX genes, are expressed by OPCs in the 
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developing mouse spinal cord, but are subsequently downregulated after birth 

(Marques et al., 2018; Zeisel et al., 2018). Our multiOme analysis in the adult spinal 

cord corroborates this finding, showing attenuated HOX expression relative to 

other genes. Similarly, a transcriptomic atlas by Siletti et.al. also revealed that the 

majority of HOX genes were not expressed in adult spinal cord-derived OPCs or 

MOLs (Siletti et al., 2023). Even the most prominently detected HOX genes – 

HOXB1, HOXD1, and HOXD3 – were found in less than 15% of cells and at residual 

levels. In contrast, the TF-encoding SOX10, OLIG1, and OLIG2 genes, showed higher 

expression levels and were detected in nearly all cells (though the high fraction of 

detection is likely due to their crucial role in the lineage). While it may be argued 

that HOX genes are challenging to detect in droplet-based assays, such as those 

used in our multiOme analysis and the transcriptomic atlas, another study using 

the same droplet-based platform and focusing on the embryonic human spinal 

cord, clearly captured HOX genes both at higher levels and in up to 60% of cells 

(Rayon et al., 2021). As HOX expression in the developmental dataset would be 

expected, it serves as a positive control and suggests that technical limitations 

are unlikely to be the issue. Nonetheless, using orthogonal approaches such as 

probe and imaging-based in-situ Sequencing (ISS), EEL, and MERFISH, could help 

ascertain the true levels of HOX expression in these cells (Borm et al., 2023; K. H. 

Chen et al., 2015; Fang et al., 2022; Ke et al., 2013).  

The finding that a small proportion of OLGs may express low levels of HOX genes 

is supported by our observation in the nanoCUT&Tag data. The co-profiling of 

H3K27me3 and H3K27ac in the same cell lets us rank the cells according to one 

modality and look at the signal in the other modality for that same cell. Doing so 

revealed that OLGs could segregate into two sub-groups based on the H3K27me3 

deposition at the 3’ end of the cluster. While H3K27me3 was reduced at the 3’ end 

of the cluster relative to the 5’ end in all cells, one sub-group presented further 

reduction of H3K27me3, while the H3K27ac signal remained the same in all cells. 

These findings suggest that this sub-group, with an increased H3K27ac-to-

H3K27me3 ratio, may be the source of the residual HOX gene expression that we 

and others observed (Seeker et al., 2023). However, to assert this definitively 

would require an experiment where the histone landscape is co-profiled with the 

transcriptome – achievable through nanoCTAR (Paper IV) or with the Droplet 

Paired-Tag method (Xie et al., 2023; Zhu et al., 2021).  

Another area of investigation is the link (if present) between the maintenance of 

epigenetic memory at HOX genes and their expression in gliomas (Jessa et al., 
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2022). Our data would indicate that the basal level of H3K27me3 at 3’ HOX genes 

is sufficient to maintain silencing of these genes, in the presence of H3K27ac and 

chromatin accessibility. Furthermore, diffuse midline gliomas (DMGs) bearing the 

lysine-to-methionine mutation of histone H3 (H3K27M), exhibit global disruption 

of PRC2 activity (Bender et al., 2013; P. W. Lewis et al., 2013; Venneti et al., 2013). 

PRC2-mediated H3K27me3 deposition at HOX genes has been well characterized 

and shown to maintain HOX gene silencing in Drosophila (Coleman & Struhl, 2017). 

Therefore, HOX expression may be a consequence of the molecular state of the 

chromatin coupled to the mutation. However, non-H3K27M-bearing cancers such 

as posterior fossa group A ependymomas (PFA-EP), also express HOX genes. PFA-

EP tumours express the enhancer of Zestes homolog inhibitory protein, EZHIP, 

which inhibits PRC2 activity through direct interaction with the EZH2 subunit (Jain 

et al., 2019, 2020). Therefore, the convergent mechanisms of H3K27M-bearing and 

non-bearing gliomas would indicate that PRC2 disruption potentially drives their 

expression. Perturbing PRC2 activity in vitro could test this hypothesis. In Paper II, 

we used a pharmacological EZH2 inhibitor to investigate the effect of H3K27me3 

depletion on the primed MHC-II gene expression in primary mouse OPCs. 

Although our focus was to observe the effect of EZH2 inhibition in Control and IFN-

g treatments, interestingly, several HOX genes were upregulated in both 

treatments, indicating it was an effect of the EZH2 inhibition. Further, the top GO 

terms for genes upregulated upon EZH2 inhibition included “pattern specification 

process”, “embryonic morphogenesis”, and “appendage development”, all of 

which included the HOX genes in the gene set (Paper II – Supplementary Table 7). 

These experiments were performed in mouse OPCs, but it would be pertinent to 

perform similar experiments in the iPS-derived hOPCs too. A downside of these 

experiments is that global and non-specific EZH2 inhibition makes it difficult to 

decipher if HOX expression is a primary or secondary effect. Here, using a targeted 

inhibition approach, as shown by Levy et.al., employing an EED-binder (EB) fused 

to dCas9 (EB-dCas9) could allow for locus-specific EZH2 inhibition. The EB protein 

outcompetes EZH2 for binding to EED, another subunit of the PRC2, thereby 

mimicking the inhibition of EZH2 while providing a dCas9 and guide RNA-driven 

locus specificity (Levy et al., 2022).  

The focus on perturbing PRC2 to elicit HOX expression is logical given its role at 

this locus, however, other complexes may also be involved. KMT2A/B is a multi-

protein complex responsible for laying down H3K4me3 at active and bivalent 

genes (Cenik & Shilatifard, 2021). Recently, Sparbier et. al. found that Menin, a sub-
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unit of KMT2A/B, specifically played a role in directing the complex towards active 

promoters. Inhibiting Menin released the complex from the active genes, shifting 

the localization in favour of bivalent genes. This led to an increase in H3K4me3 at 

the bivalent promoters, leading to the de-repression of these genes, 

phenocopying effects seen in leukaemia (Sparbier et al., 2023). H3K4me3 

deposition at HOX loci has been associated with the expression of these genes in 

the developing mouse tail bud (Soshnikova & Duboule, 2009), and though we have 

not yet characterized H3K4me3 in human OPCs, these findings suggest it is worth 

investigating. This also motivates the experiment inhibiting Menin alone, or in 

combination with EZH2, to see the effect on HOX expression in these cells. 

These perturbation experiments, though powerful, focus on the molecular 

landscape, but we also ought to look at the 3D chromatin conformation.  HOX 

expression is driven by enhancer interactions in the flanking centromeric (c-Dom) 

and telomeric domains (t-Dom). A recent study by Deforzh et.al. showed that 

cortical astrocytes exhibit 3D chromatin interactions between the HOX-D 

embedded microRNA, miR-10b, and a t-Dom embedded enhancer-associated 

lncRNA, LINC01116. mi-R10b expression is undetectable in the healthy brain but is 

expressed in over 90% of high-grade gliomas (HGG), thereby showing strong 

disease association. The study found that activation of miR-10b or the LINC011116 

drove HOXD gene expression and induced a glioma-like hyperproliferative 

phenotype in cultured astrocytes. Further, knockdown of either disrupted the 3D 

chromatin contact and TAD structure and led to glioma cell death (Deforzh et al., 

2022). Our iPS-derived hOPCs also display 3D contact between miR-10b and 

LINC01116. Preliminary CRISPR activation experiments targeting miR-10b and 

LINC01116 using dCas9-p300 in the hOPCs are suggestive of a similar 

transcriptional response, with an increase in HOXD gene expression, though 

whether the hyperproliferative phenotype is recapitulated remains to be tested.  

These observations hint that primed chromatin architecture and 3D contact seem 

to be a precursor for the expression of these genes and formed the basis for the 

question posed earlier when discussing the MHC-II promoter-enhancer priming in 

(potentially) a subset of OPCs, assessed by HiChIP. Chromatin looping is driven by 

interactions between CTCF insulator proteins and the ring-like Cohesin complex. 

DNA loop extrusion through the cohesin ring is an ATP-driven process, and 

although looping can occur independently of ATP, the rates are much slower (Kim 

et al., 2019). Looping stops upon encountering CTCF anchors bound to the 

chromatin. Therefore, if maintaining a looped structure is ATP-independent, it is 
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plausible that cells may find it energetically advantageous to pre-establish 3D 

contacts before circumstances warrant gene expression. Indeed, a similar 

phenomenon has been observed in memory encoding in neurons. Memory 

consolidation was found to reorganise chromatin architecture, favouring 

enhancer-promoter priming (Marco et al., 2020). Logically, this would make sense 

– maintain 3D contact and then modify the local histone landscape to drive 

expression. The implication isn’t that all 3D contacts are pre-established, but 

perhaps only those which are associated with quick-response genes and primed 

genes. This would enable rapid gene activation when needed, as the contact has 

been established. That 3D interaction lies upstream of gene activation is not a 

novel concept, and the discovery of TADs supports this (Dixon et al., 2012). TADs 

provide an insulated neighbourhood for increased contact between CREs and 

promoters, as discussed in Chapter 2. In an elegant study, Bonev et.al. used Hi-C 

to capture the global changes in chromatin architecture in mouse neural cells from 

the embryonic stem (ES) cell stage to neural progenitors (NPCs) to cortical 

neurons. A prominent feature was the massive re-wiring that occurred 

predominantly from the ES to NPC stage, indicating that perhaps less rewiring is 

needed for the neural lineage cell specification (Bonev et al., 2017).  

The energetics hypothesis also has an interesting corollary – could observing 3D 

interactions alone inform about putative future states? The findings of Paper I, 

where we saw the primed chromatin interactions between MHC-II genes and their 

enhancers in the absence of expression, suggest that they could. The 

observations of Paper III, where chromatin priming in adult spinal cord OLGs was 

in line with the 3D contacts seen in the iPS-derived hOPCs, also suggest the same, 

although we would need to observe the chromatin architecture within the same 

adult tissue to be sure. Nonetheless, the histone priming, coupled with the hOPC 

3D interactions and the miR-10b – LINC01116 functional studies all support the 

idea of using 3D contact information to identify putative transcriptional programs.  

6.2 On single-cell methods 

Single-cell methods have significantly advanced our understanding of cellular 

processes, a theme that has been explored throughout this thesis. At its core, the 

development of these methods revolves around three key phases: capture, read, 

and interpret. The reading phase involves library sequencing, while interpretation 

relies on demultiplexing data, and using computational software and algorithms to 

extract insights. While most of the focus (deservedly so) is spent in the 
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interpretation phase, either for handling noisy sparse data, technical biases, or 

through developing powerful computational methods for analysis, it is the first 

capture phase that I find particularly challenging and exciting. The capture phase 

is an exercise in creativity and engineering where we need to leverage the known 

properties of different biomolecules to tag, selectively enrich, extract, and store 

the information in a DNA format. Multimodal methods, including nanoCTAR in 

Paper IV, do the same but with the added challenge of preserving all modalities 

during the capture process.  

Looking forward, it will be interesting to see how these methods are used to 

generate further insights. All the papers in this thesis have focused quite 

extensively on chromatin accessibility and the histone landscape, and on their role 

in identifying CREs. The argument for profiling the histone landscape is the 

increased granularity that it provides relative to chromatin accessibility. However, 

the reliance on antibodies for profiling the histone landscape and other 

chromatin-associated proteins such as TFs, is limited by the availability of high-

quality antibodies. In this regard, chromatin accessibility has an advantage.  

However, while it has been increasingly clear that relying on sequence alone may 

not be sufficient to understand regulatory dynamics, several recent efforts have 

attempted to reverse-engineer sequence information to predict regulatory 

elements. This is done either through the design of synthetic enhancers (Minnoye 

et al., 2020; Taskiran et al., 2024), or more recently, using deep learning-based 

approaches to decipher meaning from sequence alone (Geng et al., 2022; 

Mannens et al., 2023; Piecyk et al., 2022; H. Zhang et al., 2019). 

As analysis methods advance and reveal further insights, they will undoubtedly 

lead to more questions and highlight the limitations of current methods. This will 

underscore the need to keep revisiting and refining the initial capture phase of 

methods development to address these challenges and further our understanding 

of biological systems.  

 

In conclusion, this thesis has leveraged both established and newly-developed 

single-cell methods to uncover novel regulatory mechanisms in oligodendroglia, 

both in healthy and diseased settings. These discoveries have also highlighted 

previously unexplored roles for this lineage, expanding our understanding of its 

potential functions in various contexts. 
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7 Ethical Considerations 
 

The work carried out in this thesis involved working with both mouse (Papers I, II, 

IV) and human tissue (Paper III). 

7.1 Mouse experiments 

All mouse experiments were planned thoroughly beforehand in line with the 

PREPARE and the Three R guidelines, to both minimize the number of experiments 

and animals being used. Mouse handling and tissue collection procedures were 

done following the local animal protection legislation, and only after the approval 

of all ethical permits.  

The mouse model of MS used in Paper I – EAE – induces demyelination in the 

mouse CNS, leading to paralysis of the tail and limbs. To reduce the suffering 

caused by weakness, a diet gel and extra ground food were provided to the mice. 

In addition, grids were placed in the cage to make access to food and water easier, 

though saline injections were administered if signs of dehydration were observed. 

These interventions aim to reduce the suffering but unfortunately cannot 

eliminate it. During the experiment, all mice were checked on daily (or twice daily 

after symptom onset) and an open dialogue was maintained with animal 

technicians and veterinarians.  

7.2 Human experiments 

In Paper III, we used adult human post-mortem tissue brain and spinal cord of 

donors without pathology sourced from the Edinburgh Brain Bank. Consent was 

obtained from the family of all donors prior to tissue collection. Donor identity was 

represented solely through a pseudonymized alphanumeric code. While broader 

metadata regarding donor sex, age, post-mortem interval and primary cause of 

death was shared with us, information such as name, address, ethnicity, religion, 

socioeconomic status, date of death, sexual orientation or any other sensitive 

personal information that could identify the donor or the family was not available 

to us.  

The snATAC-seq and nanoCUT&Tag experiments performed on the human tissue 

generated DNA libraries that were sequenced using paired-end sequencing. While 

the DNA fragments in the libraries contain anywhere between 150 bp - 2000 bp 
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of genomic information from the donors, a maximum of 50 bp from each end of 

the library was sequenced. The intervening information was not read directly from 

the genomic fragments but was mapped to the reference genome during the 

paired-end read alignment step. Nonetheless, the captured 50bp constitutes 

sensitive information, and as such was only stored and processed on secure 

servers approved for the storage of human data. In keeping with the Findability, 

Accessibility, Interoperability, and Reuse (FAIR) principles for data sharing and 

accessibility, we deposited the processed data (count matrices, browser tracks 

etc) on servers such as the UCSC Genome Browser and the CZI CellxGene 

platform. These data formats cannot be linked back to the raw fastq files 

containing the sequence information. The raw sequencing data was deposited 

into the European Genome-Phenome Archive (EGA), a secure storage repository 

for sensitive data, with restricted data access. Access to the EGA-secured data 

by external applicants is only granted after we, as the data access controllers, 

manually approve the motivated application.  

7.3 On the role of technology 

Animal research is a contentious topic but holds promise in driving forward our 

understanding of human health and disease. Nonetheless, it is important to 

recognize that conducting this kind of research needs to take into account the 

pros and cons and should be at the forefront during study design. 

In addition to minimising animal usage, we also have an ethical responsibility to 

maximise the information extracted from each sacrificed animal. Though often 

overlooked, multimodal technologies hold promises in this regard. By capturing 

more modalities in a single assay, we move towards maximising the information 

leached from the starting sample. This has the potential to lower the number of 

experiments overall, and the dependence on multiple samples, particularly if each 

sample corresponds to the sacrifice of an animal. 

Finally, computational advancements, including the recent strides in large 

language models (LLMs), have significantly expanded our capabilities in virtually 

all domains. With these LLMs now making their way into biological research (Cui 

et al., 2024; Hou & Ji, 2024), there is general excitement about the insights they 

may yield when applied to the cumulative research corpus that has been 

collected over the decades. Undoubtedly, these powerful models will accelerate 

the pace of research, but hopefully, the discoveries they bring will also reduce the 

reliance on animal research.  
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