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ABSTRACT
Sex differences can be seen in a lot of different areas, one of them
being cognition where, among other things, men tend to perform better
at more spatial tasks and women at more verbal. When it comes to
episodic memory — the memory for past events in terms of the what,
where, and when — there has been some circumstantial evidence of
sex differences. In Study I of this thesis, we performed a meta-analysis
on mean sex differences in episodic memory, using a dataset of 617
studies, totaling over one million subjects. This dataset consisted both
of published and unpublished data, as well as several open databases.
Here, the main finding was that, just like with other cognitive tasks,
males tend to perform better on more spatial tasks while females tend
to perform better on more verbal tasks. It could also be shown that
females performed better when remembering faces, as well as tasks
having to do with smell, touch, and different shades of colors.
Further, it has been shown that males tend to be more variable than
females for a lot of different traits, both biological and psychological.
Even if men, on a group level, usually have larger variance when it
comes to cognition in general, there is less support for saying any-
thing about episodic memory. In Study II of this thesis, we performed
a number of analyses on a somewhat reduced version of the dataset
gathered in Study I, searching for variance differences between males
and females. Here, there were some evidence showing that males were
slightly more variable than females. However, through exploratory in-
vestigations we also found results suggesting that this pattern poten-
tially could come about because of underlying methodological prob-
lems in the original research.
Finally, there have been some large-scale studies suggesting that when
it comes to improvements in cognition, women tend to benefit more
than men from social progress and increased living conditions in a so-
ciety. There has also been some evidence for this relationship when it
comes to episodic memory. In Study III, we expanded upon these find-
ings by examining the dataset gathered in Study I, which comprises
more countries and a larger timeframe than any other investigation on
this topic. Here, we could show that for verbal episodic memory, sex
differences were related to several different indicators of living condi-
tions tied to the year and country of each study. However, when pitted
against each other, it was only the overall education and employment



level that could be shown to be related to the outcome and not gender
equality, which we expected would be the most important indicator.
In this thesis, I first present a comprehensive background on the top-
ics presented above, including some in-depth, possible explanations for
why things are the way they are from evolutionary, biological, and so-
cial perspectives. I then go through the dataset that all three studies are
based on, as well as present the result from them, including some of my
own interpretations. Finally, I discuss some general themes that relate
to the studies performed, including necessary choices when collecting
data for meta-analyses, possible bias in the dataset, and statistical con-
siderations when dealing with dependent data.
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1 INTRODUCTION
1.1 OVERVIEW OF THE DISSERTATION
For my thesis, I am going to investigate the general patterns, modera-
tors, and potential explanations of sex differences in episodic memory
performance from a cognitive and social perspective. I will examine
this theme through three separate studies, all of them applying the
meta-analytic method in some form on the same, very large, dataset
of articles, unpublished data, and open databases that carries informa-
tion on the matter at hand. More specifically, in Study I (Asperholm,
Högman, et al., 2019), we1 investigated the overall sex differences in
mean episodic memory performance. Next, in Study II (Asperholm et
al., 2020), we turned to examine the overall sex differences in episodic
memory variance. Finally, in Study III (Asperholm, Nagar, et al., 2019),
we investigated how mean sex differences in episodic memory might
vary together with factors pertaining to social progress and living con-
ditions in society.

1.2 DEFINITION OF SEX
When I talk about sex in this thesis, I refer to the biological/anatomical
division of human beings into men and women. This can be contrasted
with gender, which normally is used to refer to more mailable, social
and/or psychological aspects, for example gender identity and gen-
der roles. So the underlying concept that I am trying to capture here
is a binary division of people into males and females from a biolog-
ical/anatomical point of view for all cases where it is obvious which
category someone belongs to (which is true for the overwhelming ma-
jority of them). Edge cases when it is unclear which sex a certain per-
son belongs to, is not included in my definition of sex and will not be
addressed.2

1Throughout this thesis, I will often use the terms “we”/“our”, not as the au-
thor/editorial/royal we (even if that also will happen) that often is used in, for ex-
ample, computer science, but rather as a way of referring to processes, decisions,
and conclusions that were carried out in the context of our studies. Contrary, when
speaking of more personal thoughts and reflections (for which my co-authors shall
not be held responsible), I will instead try to use the concept I just used: “I”.

2This was rather the subject of one of my research group colleges’ Ph.D. thesis
(Strandqvist, 2018).
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It should be noted that in most psychological studies, including those
that form the basis of this thesis, sex is registered by either letting the
participants fill it out themselves or by having the experimenter make
this judgment. This makes room for both mistakes as well as answers
based on other definitions of sex. However, I am going to assume that
the categorization performed in this manner comes sufficiently close
to if biological/anatomical examinations would have been carried out
for all of the participants. Results from these studies should therefore
be able to inform research questions pertaining to the definition of sex
that I am interested in.

1.3 WHY STUDY SEX DIFFERENCES?
Before embarking on the research at hand, we should first take a step
back and reflect on why sex differences— andmore specifically, sex dif-
ferences in cognition — should be investigated in the first place. What
is clear is that all types of research can be pitted against all other types of
research in trying to discern what the best use of non-infinite resources
are: Is understanding the mechanisms behind aging more important
than elucidating the processes contributing to climate change? Should
one focus on AI safety3 rather than building computational models of
vision? Would curing cancer be more advantageous than figuring out
how to stop viral proliferation?4 Answers to questions like these will,
of course, be dependent on personal values as well as subjective beliefs
about what the research in question might (or might not) lead to, so
trying to rank the topic at hand against others would be of limited value
here. However, it is possible to list the merits of a certain research field
independent of its relative value.
I can personally identify three major reasons for why it is important to
study sex differences:

Estimating baselines. If one does not know that and to what ex-
tent there are sex differences for a certain trait, one cannot esti-
mate reasonable baselines for manifestations of that trait either.
For example, if one did not know that and to what extent women

3If you wonder what AI safety even is, Nick Bostrom’s book Superintelligence:
Paths, Dangers, Strategies from 2014 is a good primer.

4A question which unfortunately is quite topical at the time of me writing this
with the SARS-CoV-2 virus just having caused the COVID-19 disease to go pandemic
(World Health Organization, 2020).
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generally score better than men on tests of verbal performance
(something that we will get to in section 1.6.2), one might also
draw the conclusion that boys somehow are discriminated against
after observing that girls tend to get higher school grades in lan-
guage subjects, even though this outcome might be exactly what
is expected.5

Deriving underlying reasons. If one does know that and to what
extent there are sex differences for a certain trait but not why,
one might, again, draw faulty conclusions as to why the differ-
ence exists. For example, one might be aware of the general ten-
dency for men to be more promiscuous than women. However,
if one is not aware of the evolutionary theory stating that women
have more to lose from an unwanted pregnancy than a man, one
might also draw a different conclusion for why the difference ex-
ists, for example because of social norms. The upshot of this and
the previous concept is that if one does not know that, to what
extent, and why a certain sex difference is present, one might
also put resources into trying to combat it that might be misdi-
rected or even counterproductive. For example, Stoet and Geary
(2013) propose that if policymakers wanted to minimize the sex
differences between boys and girls when it comes to reading and
mathematics (an aspect that will be further explored later in this
introduction), based on the data, they should focus on helping the
lowest-performing boys in reading and highest achieving girls in
mathematics. Reaching this conclusion requires knowledge about
several aspects of what the sex differences actually look like.
Easily implementable actions. Research on sex differences has
the potential to yield easily evaluated and implementable actions
in areas such as mental health care and community planning. For
example, if it can be shown (which it, by the way, can; Rosenfield
and Mouzon, 2013) that men and women tend to differ when it
comes to mental health problems or how they respond to a cer-
tain psychological treatment, this could also help design proper
screening instruments and preventive measures. Similarly, know-
ing that boys and girls tend to differ with regard to certain cog-

5As a technical side note, it is important to know more than just simply mean
differences between two groups when trying to estimate different outcomes. This
will be further discussed in section 1.5.
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nitive traits might help to design the school curriculum in a more
beneficiary way. While the same thing can be said for many other
types of categorizations as well, research on sex differences has
the benefit that the division often tends to be relevant in many
different fields and also that it is relatively simple to carry out.
That is, while many groupings require some kind of extra data
collection (for example, categorizing people into introverts and
extroverts requires them to take a test), sex is easy to determine
and is even often already registered anyway.

However, one should also reflect on possible downsides. That certain
type of research is being conducted can sometimes be problematic or
controversial, something that in recent times was highlighted when a
Dutch research group wanted to, and subsequently also did, publish
findings of how they managed to create an airborne version of A/H5N1
(more commonly called the avian influenza) among European polecats
(Herfst et al., 2012; Russell et al., 2012). This publication decision was
something that was preceded and subsequently followed by a lively
discussion, and also actual rule changes in many countries (Fouchier
et al., 2013), mostly surrounding concerns that the knowledge could
be used by nefarious organizations to create biological weapons.
Psychological research does not have the capacity for the same type
of direct hazardous consequences, unless for participants partaking in
ethically questionable experiments like, for example, the Milgram ex-
periment (1963). However, it is still an area that has created a lot
of controversies throughout the years, one reason being that it is per-
ceived as something that could change the public opinion on different
matters for the worse. An example of this is when racial differences
have been studied. This topic has, also in modern times, spurred a lot
of heat merely when people have presented theories about why things
are the way they are, one example of this being the aftermath (Harris,
2017) of the publishing of The Bell Curve (Herrnstein & Murray, 1996),
a book in which the authors concluded that racial differences in IQ
probably are dependent on both environment and genetics, although
they remained agnostic to what extent each factor might contribute.6

6Here is one quote regarding the authors’ agnosticism, found on page 311 in the
book (Herrnstein & Murray, 1996): “If the reader is now convinced that either the
genetic or environmental explanation has won out to the exclusion of the other, we
have not done a sufficiently good job of presenting one side or the other. It seems
highly likely to us that both genes and the environment have something to do with
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While a lot of the indignation with respect to The Bell Curve has been
about the author’s possibly ulterior motives rather than being about bad
science in and of itself (I have never heard of an astrophysicist being
ostracized from the scientific community and public discourse because
of poor methodology), my point here is that merely suggesting — even
if it just is based on nothing but theoretical arguments about evolution
— that race differences in IQ to some extent could depend on genetics
probably would be met with not only skepticism but also with some
amount of hostility and accusations of a hidden agenda. This shows,
justifiably or not, how controversial this topic is.
Research on sex differences is in a similar vein something that also has
been controversial (Eagly, 1995). One concrete example of this sur-
rounds an article by Hill (2017) outlining a mathematical model meant
as a starting point to discuss the theory that males show greater vari-
ability than females, a theroy that is further explored in Study II of this
thesis. The paper was first rejected after it already had been accepted in
one journal, and then deleted (not retracted) after it already had been
published in another (Azvolinsky, 2018; Hill, 2018); both decisions ap-
parently driven by concerns of how the paper would be received from
a political, rather than scientific, point of view. In the words of Hill
(2018) himself:

In my 40 years of publishing research papers I had never
heard of the rejection of an already-accepted paper. And so
I emailed [the editor-in-chief of the journal]. She replied
that she had received no criticisms on scientific grounds and
that her decision to rescind was entirely about the reaction
she feared our paper would elicit.

As an interesting parallel, for Study II of this thesis, we had to remove
the description of a specific evolutionary explanation in order to get
the paper accepted because it was judged by the journal to potentially
drive a sexual stereotype (for a reference to the theory having to be
removed, see footnote 14 on page 18).
Taking a step back, I can personally identify two major themes regard-
ing possible concerns with research on sex differences:

Prejudices and discrimination. Researching and subsequently
racial differences. What might the mix be? We are resolutely agnostic on that issue;
as far as we can determine, the evidence does not justify an estimate.”

5



finding sex differences in different areas can spawn unwarranted
prejudices and discriminatory behavior when the results are in-
terpreted erroneously, which often is the case. For example, even
if it could be shown without any reasonable doubt that there are
large sex differences for a certain cognitive trait, this would hardly
make it rational to assume someone’s ability for that specific trait
from their sex alone. Rather, even for effects that are consid-
ered very large, individual cases that runs contrary to the find-
ing are extremely common.7 As a concrete example, a Cohen’s d
(a measure which we will return to in section 2.2.2) effect size
of 0.8, which generally is counted as a large one (Cohen, 1988,
pp. 24-27), means that when selecting a random person from
the excelling sex, there is a 71.4% probability that he or she will
outperform a randomly selected member of the other sex (where
there would be a 50% probability if there were no sex difference).
Even so, many people often tend to interpret found effects way
too strong, believing that no further information really is needed
about a certain person in order to defer his or her relative ability.
Of course, on the flip side, results showing that there are no or
much smaller differences where people previously thought there
were large ones could help combat the same type of prejudices
and discriminatory behavior. My personal opinion on this mat-
ter is that one should first and foremost focus on education and
scientific communication, exhausting these options to the fullest,
before even starting to think about restricting what can and can-
not be said.
Misleading division. By conducting research on sex differences,
this could send out a signal that the division between men and
women is the end-all categorization to understand the causal rea-
sons behind different type of patterns, problems, and behaviors.
Here, it could be argued that most differences probably do not de-
pend only on the sex, but rather on some other underlying factors
that tend to cluster unevenly in the different sexes. As an example
of this, economic negotiation outcomes tend to favor men (Mazei
et al., 2015), but it could be argued that the outcome depends on

7And realistically speaking, when it comes to sex differences, effect sizes are often
not close to being that large. For an illustration of a number of more typical effect
sizes, see Figure 9 which depict assumed sex distributions from some of the investi-
gations in this thesis.

6



personality traits that members of both sexes can hold but that ap-
pear more often in men. In this case then, maybe a better division
could be made using some type of personality trait, meaning that
the partition into men and women is misleading when it comes
to actually understanding what is going on or to better predict
it. With that said, it can often be a good first step to investigate
and make clear what is happening at the sex level before digging
deeper, trying to come up with even better predictors.

In the end, one will have to make a personal judgment on how to weigh
these potential benefits and drawbacks associated with research into
sex differences.

1.4 MEMORY AND EPISODIC MEMORY
When it comes to memory, there are several different categorical divi-
sions that frequently are being used to delineate various memory pro-
cesses (see Figure 1 for an illustration). First, one can make a distinc-
tion between sensory memory, short-term memory, and long-term mem-
ory. Sensory memory is the very short-lived memory, about a second or
so, that remains after a sensory experience (Atkinson & Shiffrin, 1968;
Sperling, 1960). In order to process this information, content from the
sensory memory can be brought into the short-term memory, or work-
ing memory as it is more popularly called8, a type of memory where
data can be stored and manipulated as long as it is actively thought
about (Baddeley, 2018). However, in order to keep this material for
future use, it has to be transferred into the long-term memory, a form
of memory where the material can remain indefinitely.
Further, within long-term memory, a frequently used division is that
between implicit and explicit memory (Reder, 1996). Implicit memory
here refers to the type of memory processes that are non-dependent
on the person being cognizant9 of the process. For example, while you

8This distinction has mainly been used to separate the mere process of just stor-
ing information (short-term memory), from the process of storing and manipulating
information (working memory). Simply remembering five numbers would be an ex-
ample of the former. Remembering these five numbers while also summing them
would be an example of the latter.

9I am aware that the more conventional word to use here is conscious. However,
my whole master thesis (Larsson, 2011) was basically about arguing that this word
is used in a confusing and ambiguous way, meaning that I cannot, in good faith, use
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Sensory memory Working memory Long-term memory

Memory

Implicit memoryImplicit memory Explicit memory

Semantic memory Episodic memory

Autobiographical
memory

Figure 1: An overview of the different subcategories that memory can
be divided into.

can be aware of the fact that you are being conditioned to associate
a certain sound with getting a piece of candy, this explicit knowledge
will not be the reason why you later react positively to that sound.
Given this definition, implicit memory contains a plethora of memory
processes such as conditioning (which the candy scenario above is an
example of), priming, habituation, and motor learning.
Explicit memory, on the other hand, refers to the type of memory that
do requires cognizant processes. Here, a further division is often used,
namely that between semantic memory, episodic memory, and autobi-
ographical memory. Semantic memory is the knowledge about such
things as facts, concepts, ideas, and words; basically explicit memories
that are decoupled from when and how they were learned. For exam-
ple, to know what a quokka is10, one does not need to know how this
fact was acquired.
In contrast, episodic memory, which will be the focus of this disser-

it myself in this context. What I here refer to with the word cognizant is simply that
the person can report knowledge of the matter at hand.
10If you do not know, look it up right now!

8



tation, has been defined by Tulving (1972, 2002) as the compound
memory that stores the what, where, and when of an event. An ev-
eryday example of this would be to remember a meeting with a group
of people in terms of what happened, as well as placing all separate
events into space and time. Episodic memory would here be involved
in answering questions like “Where was this person when he said this
and that?”, “What did she say?”, and “Did this event occur before that
event?”. As such, testing episodic memory can involve approaching it
from many different angles, using every imaginable modality. A few
examples would be remembering images, routes, faces, and locations.
However, the most common way to measure episodic memory is proba-
bly by asking the participants to remember words from an earlier read
or heard word list. One standardized example of this is the Califor-
nia Verbal Learning Test (commonly abbreviated CVLT; Delis, Kramer,
Kaplan, and Ober, 1987), where the subject, on multiple occasions, is
asked to remember the contents of a shopping list that they continu-
ously are given the chance to rehearse.
Finally, autobiographical memory is a form of memory about oneself
(Conway, 2005; Conway & Pleydell-pearce, 2000). In this regard, it
encompasses specific memories of events but also more general and ab-
stract concepts, sorted into different themes, such as knowledge about
what activities one liked as a kid. As such, autobiographical memory
is a form of combination of semantic and episodic memory, and will
therefore not be included or further explored in this thesis.

1.5 MEAN VS. VARIANCE SEX DIFFERENCES
Most, but not all, research that has been done on sex differences has
first and foremost been about sex differences in means. Here, the
researchers compute the average performance/behavior/characteristic
for men and women separate and then compare these means. If these
numbers then can be shown to be different according to some statistical
method, sex differences are proclaimed.
While mean differences absolutely are useful in and of themselves, they
only reveal part of the picture. For example, simply knowing that two
groups differ does not automatically enable you to predict the distri-
bution among them in the extremes, that is, among the top or bottom
achievers. Here, the concept of sex differences in variance comes in
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handy. Basically, when investigating this concept, you compute how
much variation there is within each group and then make a comparison
between them to see how much they deviate from each other. Given
that you know both the mean and variance sex differences, you can
now predict the ratios of the sexes in the extremes of the distribution.
This is, of course, dependent on the fact that both groups are more or
less normally distributed, an assumption that, in general, surprisingly
often is satisfied for different types of empirical data (Frank, 2009),
including psychological factors.11

Going further, in order to keep things organized, I will first, in the very
next section, focus on what has been found regarding sex differences
in general, in cognition, and in episodic memory when it comes to the
measured means of men and women for different traits and abilities.
Then, in the section after that, I will turn to describe what has been
foundwithin these fields with regard to differences in in-group variance
between men and women.

1.6 MEAN SEX DIFFERENCES
1.6.1 GENERAL
When it comes to sex, there are some major differences between men
and women that are totally obvious, and for most individuals it is close
to impossible not to directly categorize others into either males or fe-
males. Except for the unmistakable differences such as the different
reproductive system and physical appearance, there are, for example,
large differences in the average strength and length between the sexes
(Fryar, Gu, Ogden, & Flegal, 2016).
Turning to psychological traits, one of the most obvious differences be-
tween men and women is probably that they have dramatically differ-
ent preferences for sexual and romantic partners. That is, the over-
whelming majority of people are heterosexual (Bailey et al., 2016).
Further, there has been a plethora of research within psychology show-
ing that there are sex differences for things as disperse as personal-
ity (Costa, Terracciano, & McCrae, 2001), aggression (Bettencourt &
Miller, 1996), narcissism (Grijalva et al., 2015), sexuality (Petersen &
Hyde, 2010), mental health (Rosenfield & Mouzon, 2013), economic
11While investigating things outside of this assumption indeed would be both in-

teresting and probably useful, this is beyond the scope of this thesis.
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negotiation outcomes (Mazei et al., 2015), scholastic achievement (D.
Voyer & Voyer, 2014), and pain sensitivity (Fillingim, King, Ribeiro-
Dasilva, Rahim-Williams, & Riley, 2009) just to name a few.

1.6.2 COGNITION

When it comes to mean sex differences in cognition, one of the most
well-researched and well-confirmed patterns is that of a difference be-
tween verbal and spatial tasks. What has been found here is that, in
general, women tend to do better at tasks that are more verbal, and
men tend to do better on tasks that are more spatial. In a meta-analysis
by Hyde and Linn (1988), the authors concluded that an advantage for
women could be found for many verbal tasks but not for all. For ex-
ample, while women excelled at verbal fluency and verbal production
tasks, no differences were found when assessing vocabulary, and men
even outperformed women on analogy solving. Recent, large-scale, in-
ternational studies have generated similar results, where teenage girls
are better than teenage boys at reading comprehension (Stoet & Geary,
2013) (with the advantage for females here being about three times as
large as the advantage for males in mathematics, which is discussed
further down) and where adult women perform better than adult men
on verbal fluency tasks (Maylor et al., 2007), a type of test where the
participants are supposed to generate as many words as possible begin-
ning on a certain letter or belonging to a certain category.

Turning to spatial/visuospatial abilities, D. Voyer, Voyer, and Bryden
(1995) showed in a meta-analysis that men tend to have an advan-
tage over women here. However, just as with the verbal tasks pre-
sented above, depending on the exact type of spatial task performed,
the overall pattern also differs. For example, the largest sex difference
that was found in this meta-analysis was for mental rotation tasks. This
difference was at its largest when the participants worked under time
pressure and when the object was in 3D rather than in 2D (D. Voyer,
2011; D. Voyer et al., 1995). However, men’s advantage was not as
strong in tasks having to do with spatial perception and dropped even
more for spatial visualization (D. Voyer et al., 1995). Also, mathemat-
ics might not be an ideal example of a spatial/visuospatial task, but to
the extent that it is, sex differences favoring males have been found
(Stoet & Geary, 2013).
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1.6.3 EPISODIC MEMORY

In 1975, Maccoby and Jacklin conducted a large review of sex dif-
ferences for many different psychological domains, including memory
where they could not find an effect. However, this might have come
about because several different memory types were intermixed, and
later studies have suggested that there actually are differences between
men andwomen here. For example, in a large study (Herlitz, Nilsson, &
Bäckman, 1997) of 1000 adults, women performed better on episodic
memory tasks where they were asked to remember activities, words,
facts, or objects. Even though all these tasks are not verbal per se, they
can all be supported by verbal processes. For example, even if objects
are presented as images, they can be remembered as words as long
as the images shown are not too abstract. In another study (Astur,
Ortiz, & Sutherland, 1998) that investigated more spatial tasks, men
outperformed women when navigating through a maze with almost no
external cues. However, when the task changed so that verbal support
could be used, much smaller effects were found and in some cases no
sex differences at all. Further, studies investigating both more verbal
and more spatial tasks in the same subjects have also been conducted,
where the results have been similar to other type of cognitive tasks,
meaning that women tend to perform better on more verbal oriented
memory tasks while men tend to have an advantage in more spatial
tasks(Herlitz, Airaksinen, & Nordström, 1999; Lewin, Wolgers, & Her-
litz, 2001). This pattern, where there seem to be a sort of verbal-spatial
spectrum that goes hand in hand with the relative performance of men
and women is something that has been suggested in later reviews (An-
dreano & Cahill, 2009; Herlitz & Rehnman, 2008). It should be noted,
though, that men only seem to outperform women when tasks rely
heavily on spatial processing, which for example is highlighted by the
fact that women seem to perform better than men when it comes to ob-
ject location memory (D. Voyer, Postma, Brake, & Imperato-McGinley,
2007).

The hypothesis that the same verbal/spatial pattern that is present for
sex differences in general cognition also should be present for episodic
memory would make sense; since memory is not an isolated cogni-
tive ability, working independently of other cognitive mechanisms, one
should be able to draw from skills present for non memory related pro-
cesses. For example, being able to effectively structure and visualize
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spatial material should influence the ability to also later recall that ma-
terial. As an analogy, an expert chess player should easily be able to
recall complex states of the chess board in a way that a novice probably
could not.
As have been presented above, circumstantial evidence already exists
regarding sex differences in episodic memory and how different factors
might modify it. However, no large-scale investigation of this matter —
which could confirm the verbal/spatial pattern hypothesized above as
well as examine other aspects of how sex differences might vary — has
been performed. Therefore, for Study I of this thesis, we conducted a
large meta-analysis of this field.

1.7 VARIANCE SEX DIFFERENCES
1.7.1 GENERAL
As early as 1894, Ellis suggested that men as a group varied more than
women in mental and physical characteristics, and since then investi-
gations of large data sets across regions and time have confirmed and
expanded on these findings. For example, men are more variable when
it comes to such things as birth weight, blood parameters, and juvenile
physical performance (Lehre, Lehre, Laake, & Danbolt, 2009). Further,
in a recent study, not yet published, it was demonstrated that the same
pattern is present for subcortical volumes, cortical surface areas, and
cortical thickness and that these differences are seen throughout the
lifespan (Wierenga et al., 2020).

1.7.2 COGNITION
In 1932, a sample of 87,498 Scottish schoolchildren born in 1921
(which constituted about 95% of all children in that cohort) had their
intelligence assessed with a large test battery not designed to mini-
mize sex differences (for Research in Education, 1933). When Deary
(2003) later analyzed the data, he could show that boys were over-
represented both in the higher and lower tails of the distribution (see
Figure 2; Deary, 2003), something that he concluded “in part [might]
explain such cognitive outcomes as the slight excess of men achieving
first class university degrees, and the excess of males with learning dif-
ficulties.” The same survey was repeated in 1947 (for Research in Edu-
cation, 1949), where Johnson, Carothers, and Deary (2008) could con-
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firm the same pattern. However, for both surveys, boys and girls were
very similar in mean intelligence. Similar patterns have been found
by, for example, Hedges and Nowell (1995) who investigated the per-
formance of over 100,000 schoolchildren, tested between 1960-1992
in the United States, and found that males showed a larger variance
in performance compared to females. One of the few exceptions here
was associative memory (which I will come back to in section 1.7.3).
In a similar vein, Strand, Deary, and Smith (2006) found that in a na-
tional sample of 320,000 UK 11-12 year-olds, boys were more variable
on quantitative, and non-verbal reasoning, and that they were overrep-
resented in the 10% lowest-performing students on verbal skill. This
result was replicated by Lohman and Lakin (2009) in the United States
with an almost as big sample of school children of all ages, tested be-
tween 1984 and 2000, where the same abilities were assessed. Sim-
ilarly, analyses of the Programme for International Student Assessment
(PISA) studies have shown that boys consistently are overrepresented
in the top and bottom performers in mathematics compared with the
sex ratios that would be expected from the mean sex differences alone,
suggesting that their test score variance is larger than what it is for girls
(Stoet & Geary, 2015).
However, this pattern of larger variances in the male group is not al-
ways found. In addition to associative memory, Hedges and Nowell
(1995) found no consistent variance sex differences in reading compre-
hension and perceptual speed. Further, when Irwing and Lynn (2005)
conducted a meta-analysis of 22 studies from around the world on pro-
gressive matrices performance (a task where you have to guess the last
part of a given pattern of abstract forms) in university students, they
found that while men had a higher performance average, women were
more variable on the standard version of the test compared to the more
advanced where no variance differences were found. Also, in a large,
population-based Romain sample, no variance sex differences could be
found either for general intelligence or for more specific, second-level
cognitive abilities (Iliescu, Ilie, Ispas, Dobrean, & Clinciu, 2016).

1.7.3 EPISODIC MEMORY
To my knowledge, there has been no other investigation of sex differ-
ences in variance for episodic memory except for the study by Hedges
and Nowell (1995) mentioned in the previous section, where associa-
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Figure 2: Figure 1 from Deary (2003), showing the distribu on of IQ
scores in a large sample of Sco sh 11-year-olds tested in 1932. Here,
both the number of people as well as the total percentage of all subjects
is shown separately for the two groups within 5-points wide IQ bands.
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tive memory in three national U.S. surveys — in total comprising over
100,000 school children — was investigated. Here, results showed no
clear pattern, with one sample showing larger variance for boys, one
showing larger variance for girls, and one showing neither. Since the
result of this investigation in variance differences in itself was highly
variable, and since only one specific type of memory task was investi-
gated, this means that more research is needed in order to say some-
thing regarding this matter. This will be the focus of Study II of this
thesis.

1.8 EXPLANATIONS OF SEX DIFFERENCES
So far, I have mostly described what sex differences there are with-
out really touching on any explanations for why these sex differences
also exist, a question I will now turn to. Here, it is important to bear in
mind that what constitutes an explanation depends onwhat perspective
you are interested in. For example, you could propose why something
should be the case by referring to how adaptive it has been during the
course of evolution. However, this does not mean that you now under-
stand how it comes about any more than understanding why humans
build bridges helps you understand how bridges are built. Similarly,
you could put forth an explanation that a cognitive function activates
a certain part of the brain more than another, but without a grander
perspective of the ins and outs of how the brain works and give rise
to human behavior this has limited explanatory power (see Jonas and
Kording, 2017).
Given the reasoning above, the best way to understand why sex dif-
ferences might arise is to approach the question from several different
point of views. For the scope of this thesis, I will try to make a contribu-
tion regarding one of these perspectives, namely a societal explanation.
However, I will start by going through both possibly evolutionary and
biological explanations.

1.8.1 EVOLUTIONARY EXPLANATIONS
I will call something an evolutionary explanation if the way things are
can to some extent be derived back to what has been beneficial for
the spreading of certain genes that controls the phenotypic expression
in question. From a theoretical point of view, major sex differences
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should only appear in a species if males and females have different
roads to achieve reproductive success (which, evolutionarily speaking,
is the only thing that matters), something that in turn only can be the
case if the sexes’ differ in what roles they play in the reproductive pro-
cess (which they do since this is what defines sex in the first place). A
clear example of this would be something that already has been touched
upon in section 1.6.1, namely that most people are heterosexual (Bailey
et al., 2016), which in turn means that men and women are attracted
to dramatically different attributes in other humans. This can simply
be derived back to the fact that historically, those individuals that were
more attracted to the same sex did not procreate to the same extent
as those that were more attracted to the opposite sex, in turn leading
to genes controlling for homosexuality being less prevalent in the gene
pool. However, this explanation breaks down at a certain point, and
there are a number of theories regarding why, in an overwhelmingly
heterosexual environment, it might be evolutionarily beneficial to be
or lean towards homo- or bisexuality (Savolainen & Hodgson, 2016).
For example, one such theory suggests that male homosexuality can
be beneficial for an individual with an older brother, since it decreases
competition for resources necessary for mating, thereby giving the sib-
ling a sort of carte blanche to finding one or several suitable mates,
something that will benefit the homosexual individual as well since he
shares, on average, half his genes with his brother, which in turn will
be passed on to the brother’s children (Apostolou, 2013).
Moving one, one of the most important differences between males and
females when it comes to the reproductive process is that males, in
theory, can have an almost infinite number of offspring while females
are restricted by the number of pregnancies12 they can fit during their
lifetime.13 Further, a consequence of this is that in order for a male
to spread his genes through means of having a child, the theoretically
lowest amount of resources that he would have to devote would be the
time and energy it takes to have sex with a female. He could then move
12In order to not have this section being longer than the rest of the thesis com-

bined, I am going to restrict myself to only speak about mammals. So no egg-laying,
sequential hermaphroditic, male pregnancy activities allowed!
13As a concrete example, it has been suggested that about 0.5% of all males in the

world are ancestors to Genghis Khan, the emperor of the Mongol Empire who lived
less than a thousand years ago (Zerjal et al., 2003), something which probably was
achieved by him having several orders of magnitude more children than what a single
woman ever could have.
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on, and if the female does not make it on her own, his losses would,
evolutionary speaking, be minimal given his investment. On the other
extreme, he could plow all his resources into the female during preg-
nancy and the child postnatally. While both of these pathways could be
successful strategies, their feasibility would depend on the male’s other
traits and qualities, as well as the environment in which he operates.
That is, the strategy of impregnating a lot of females would probably
not be especially effective for an unattractive male who will be given
limited opportunities for coitus. Neither would it be a good strategy
if there were a real shortage of other females to impregnate. On the
other hand, in order for a female to have a child, she will at minimum
have to go through a long, very resource-demanding pregnancy (and
in the case of humans, historically a rather high risk that either she,
her offspring, or both perish during childbirth), during which she will
not be able to reproduce with someone else. This immediately narrows
her options for successful strategies compared to a male. For exam-
ple, abandoning the child would be a sort of evolutionary chicken race
where the mother almost always would have more to lose from it than
the father. Also, having sex with any random, willing male would for
a time block her from later having children with a more suitable male.
The point here is that from an evolutionary perspective, males have a
large spectrum of strategies to draw from when it comes to successfully
spreading their genes through means of procreation.
When it comes to variance sex differences, as already have been cov-
ered in section 1.7, males tend to be more variable than females. One
theory that has been put forth to explain this pattern links it to the
different strategies for procreation outlined above (Moore, 1991). Ac-
cording to the theory, because of the larger set of viable strategies avail-
able for males compared to females, there would also be a larger set of
different phenotypes present in the male group compared to the female
group. This would, in turn, translate into larger variance for different
traits and skills for males as a group. 14

Depending on different circumstances, species can evolve toward being
more or less monogamous/polygamous (Kleiman, 1977). For example,
if partners are scarce, it might pay off for males to stay and guard their
14 A brief version of this explanation had to be removed from Study II in order for

the paper to be accepted because it was judged by the journal to potentially drive a
sexual stereotype.
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mate against other suitors rather than to look for new mates (Schacht
& Bell, 2016). Here, it has been shown that monogamous species ex-
hibit less sex differences than polygamous species because their roles
will more overlap in the former scenario (Gaulin, 1992). For example,
while it may pay off for a polygamous male to have a large body size —
something that ultimately might let him compete with other males and
impregnate a lot of females — if he is monogamous, the cost of having
a large body size makes less sense since the potential payoff is smaller.

The same pattern described in section 1.6.2, that men generally per-
form better on spatial tasks than women, has also been seen in many
animals such as mice, rats, voles and monkeys (Gaulin, 1992; Jacobs,
Gaulin, Sherry, & Hoffman, 1990; Jones, Braithwaite, & Healy, 2003).
There are a number of different evolutionary theories regarding why
males are better at spatial tasks where the one with the strongest sup-
port relates it to range size. More specifically, males in polygamous
species usually have larger territories than the females whereas these
two tend to overlap in monogamous species. This is a consequence of
the polygamous males having a strategy to find and mate with many
different females as opposed to just one as is the case with the monog-
amous males. Here, it has been seen that in species where males have
larger range size than females, they also perform better than the fe-
males on spatial tasks, something that is not seen in species where the
sexes have more equal territorial sizes. It is hypothesized that the un-
derlying reason for this relationship is that males with larger range sizes
than females also need better spatial skills, since navigating around in
the environment is something that they need to be more proficient at.
Since humans are not strictly monogamous creatures, this could then,
at least partly, explain why men perform better than women on spa-
tial tasks. One could, in a similar way as above, speculate about how
women might be more benefited by verbal skills than men. However,
since only humans display verbal skills, there are no animal studies re-
garding this matter. An evolutionary explanations would therefore be
more of a just-so story, something that can be useful but still has less
scientific proof than explanations like the ones for sex differences in
spatial cognition presented above (Holcomb, 1996).
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1.8.2 BIOLOGICAL EXPLANATIONS
I will call something a biological explanation if the state of things can be
related to the constitution of some biological traits, such as the compo-
sition of the genes or the structure of the brain. On the genetic level,
what differs between men and women is that for the 23rd chromosome
pair (the so-called sex chromosomes) women have an X chromosome
while men have a Y chromosome, meaning that men in total have fewer
base pairs of genetic code than women. Even though these genetic dif-
ferences alone should give rise to some phenotypic disparaties between
men and women, most sex differences probably comes about because
of gene/hormone interactions (Gaulin, 1992), meaning that autosomal
genes (that is, genes not located on any of the sex chromosomes) are
expressed differently depending on the hormone environment, which
in turn often is a stable indicator of the sex of the individual. It is un-
clear exactly to what extent psychological sex differences arises because
of this mechanism, but some evidence points to, for example, spatial
abilities being affected by it (Berenbaum & Beltz, 2016).
Focusing on the genetic differences alone (that is, without the influ-
ence of hormones), one theory (Reinhold & Engqvist, 2013) has tied
this to the fact that men seem to be more variable than women (see
section 1.7). That is, for the overwhelming majority of all genes, their
phenotypic expressions are influenced by two versions of the gene, one
on each chromosome. This means, for example, that mutations of one
copy of the gene in many cases can be counteracted by the other copy.
However, for men, when it comes to genes on the sex chromosomes,
some of these only have a single version since there are some genes
“missing” on the Y chromosome. This has the effect that mutations
on these base pairs more often actually are expressed for men, which
in turn means that they show a larger variance than women. In ad-
dition, it should be said that for some species, females have the XY
chromosome pair, meaning that they should be more variable instead,
something that, for example, has been shown when it comes to body
size (Reinhold & Engqvist, 2013).
Turning to the brain itself, if there are differences on the group level
between men and women when it comes to behavior and cognitive per-
formance, as have been shown in section 1.6 and 1.7, these differences
have to be manifested in the nervous system somehow. 15 However,
15This logic holds even for mind-body interaction dualist like myself as long as the
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one could pose the question of to what extent the brain differences that
have been detected also are linked to behavioral and performance dif-
ferences, and if so in what way (Grabowska, 2016; McCarthy, 2016).
That is, even if observed discrepancies in behavior and performance
have to have brain-based explanations, it is still possible that other brain
differences than the ones that already have been found are responsible.
When it comes to biological differences in the brain, it has been con-
firmed that there are differences in neuroanatomy, neurochemistry,
physiology, and connectivity (Andreano & Cahill, 2009; Ingalhalikar
et al., 2014; Tian, Wang, Yan, & He, 2011). Men and women also tend
to differ in many cases with respect to how the brain processes infor-
mation. For example, sex differences have been found in how men and
women process faces (Proverbio, 2017), as well as emotional expres-
sions in others (Kret & De Gelder, 2012).
Further, observable brain differences do not automatically have to lead
to observable behavioral differences, one possible reason being that
the behavioral consequences simply are too small to detect. However,
the same type of behaviors could also be manifested through different
brain processes. Haier, Jung, Yeo, Head, and Alkire (2005) have for
example shown that IQ is correlated with activities in different areas of
the brain for men and women. While the frontal lobe is important for
both sexes, men seem to rely more on the parietal lobe and women on
Broca’s area. Further, Jordan, Wüstenberg, Heinze, Peters, and Jäncke
(2002) showed that men and women who are equally good at mental
rotation tasks nonetheless showed differences in brain processing. The
take-home message here is that when studying the brain, one has to be
careful drawing conclusions about behavior.
Differences in the brain between men and women have also been found
when it comes to episodic memory. For example, Young, Bellgowan,
Bodurka, and Drevets (2013) found several brain discrepancies be-
tween the sexes for autobiographical memory irrespective of the va-
lence of the content, something that they interpreted to reflect sex-
specific cognitive recall strategies. Further, on a test of two different
episodic memory tasks —more specificallyWechsler Memory Scale - Re-
vised (commonly abbreviated WMS-R) and the California Verbal Learn-
belief is held that the mind to at least some extent relies on the brain to carry out
behavior and perform computations, a position that just about every scientist and
philosopher probably would agree with.
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ing Test (already described in section 1.4) — Ragland, Coleman, Gur,
Glahn, and Gur (2000) found that performance for women, but not
men, was correlated to activity in the temporal pole.

1.8.3 SOCIAL EXPLANATIONS
I will call something a social explanation if it comes about because of the
social environment that a person grows up and/or live in.16 As such,
there are many different type of potential social explanations that could
be brought up when it comes to sex differences, for example, how the
behavior of families, friends, and strangers might affect the sexes dif-
ferently, or how stereotypes and gender roles might have an influence.
However, for this thesis, I will focus on grander, more societal expla-
nations, and this is also what we will investigate further in Study III.
The Flynn effect, first described by James Flynn in 1987, is a term that
describes the phenomena that has been observed for over 100 years
where the IQ scores steadily have gone up over time all across the globe
(Williams, 2013). Some factors that have been suggested as explana-
tions for this effect are increased education, gradually smaller family
sizes, and improved health care (Pietschnig & Voracek, 2015). This is
supported by the fact that the Flynn effect is largest in parts of the world
that have experienced the most dramatic increase in living conditions
(see for example Weber, Dekhtyar, and Herlitz, 2017).
Some researchers have proposed that there is a link between improve-
ments in living conditions, like the ones mentioned above, and in-
creases in women’s cognitive performance when compared to men’s,
in a way suggesting that the Flynn effect and similar phenomena are
affecting the sexes differently. One explanation for why this might be
the case could be that in underdeveloped regions, women tend to have
less access to social goods, for example education, than men. Possibly
then, when living conditions increase in general, women may benefit
more. That is, imagine a purely illustrative example where the average
boy in a certain country goes from spending five years in school to ten
while the average girl goes from getting no education at all to spending
16However, it is important to note that explanations like these never can be fully

decoupled from evolutionary explanations, the likes I went through in section 1.8.1.
In the words of Gaulin (1992): “Any claim that ‘x is the result of experience’ must
explain why experience has that particular effect rather than any of an infinite array
of possible effects. Such explanations can only be evolutionary.”
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five years in school. Even though both sexes are given five extra years
in school, it stands to reason that girls should experience a larger im-
provement than boys in for example mathematical ability (even if boys
still perform better in absolute terms) because of diminishing returns
that might affect boys to a larger degree.

As a concrete example of this pattern, Guiso, Monte, Sapienza, and Zin-
gales (2008) investigated the 2003 cross-cultural and cross-sectional
PISA survey of mathematic competence in 15-year-olds found that
while boys generally perform at a higher level then girls, in coun-
tries with relatively high gender equality, this advantage for boys was
smaller. Conversely, in these countries, the advantage for girls in read-
ing comprehension was further enlarged. Finally, it could also be seen
that the difference between mathematical ability and reading ability
shrunk for girls when gender equality increased, something that was
not the case for boys. Else-Quest, Hyde, and Linn (2010) extended
these findings by investigating the 2003 PISA data together with data of
15-year olds from the 2003 cohort of the Trends in International Math-
ematics and Science Study (TIMSS). Again, results showed that females’
relative mathematical performance in comparison to males was pos-
itively associated with increases in gender equality. Further, Weber,
Skirbekk, Freund, and Herlitz (2014) carried out an investigation of
the Survey of Health, Aging and Retirement in Europe (SHARE) data, in
which the subjects are older than 50 years and live in Europe. Here,
yet again, results showed that improved living conditions and more
gender-inclusive education were related to relative improvements in
women’s performance in comparison to men for verbal episodic mem-
ory (which I will come back to shortly), numeracy, and category flu-
ency.

However, Stoet and Geary (2013, 2015) have questioned the general-
izability of some of these results, claiming that the PISA data only show
these patterns for the 2003 cohort, while the cohorts from 2000, 2006,
and 2009 lacked this relationship. Further, Lippa, Collaer, and Peters
(2010) studied line angle judgment and mental rotation performance
in 18-40 year-olds from 53 different countries tested online and found
that men not only performed better than women in all counties tested,
but also that these sex differences were greater in men’s favor in coun-
tries with more gender equality, something that runs contrary to the
pattern suggested above.
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Turning to episodic memory, the overall pattern has been more con-
sistent. Here, two large scale investigations have been performed.
First, as already mentioned above, when Weber et al. (2014) investi-
gated data from the SHARE study, they concluded that when compar-
ing with men, women’s relative performance on episodic memory in-
creased with better living conditions. Second, Bonsang, Skirbekk, and
Staudinger (2017) investigated how sex differences in verbal episodic
memory performance were moderated by gender equality values in so-
ciety across both regions and age groups. More specifically, perfor-
mance data on episodic memory from the U.S. Health and Retirement
Study, the Survey of Health, Ageing and Retirement in Europe, the English
Longitudinal Study of Ageing, and the World Health Organization Study
on Global AGEing and Adult Healthwas used in conjunction with partic-
ipant judgments from theWorld Values Surveys regarding if they agreed
with the statement “when jobs are scarce, men should have more right
to a job than women” as well as the number of protestants in each
country (which was interpreted as a proxy of conservatism on gender
issues). Results showed that both of these measures were linked to
women’s relative improvement in verbal episodic memory compared
to men’s (see Figure 3).
Importantly, both studies presented above (Bonsang et al., 2017; Weber
et al., 2014)were performed on datasets where participants were above
50 years of age. While the data collections were not spread out in
time, the authors of both studies used different values for the predictor
variables for each age group in each country. For example, whenWeber
et al. (2014) investigated GDP per capita for a certain age group from
a certain country, they used the GDP per capita value from the year
when the participants in that age group were about 25 years old. This
was then combined with other measures, handled similarly, to derive a
regional development index for each specific age group in each specific
country. One way that the results from these studies could be expanded
upon would be to incorporate data from even more countries, collected
at many different time points instead of a very narrow time frame. This
is what will be done in Study III of this thesis.

1.9 OVERARCHING RESEARCH QUESTIONS
For this thesis, there are three overarching research questions/themes
that will be investigated through three different studies:
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6 Bonsang et al.

this proxy because it was available for all the surveys 
used in the analysis. More detailed information about 
labor-market history was not available for all surveys.

The individual-level analysis was based on the cross-
country variation in gender-role attitudes.4 We esti-
mated the following equation:
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where Cic is the normalized cognitive test score (with 
a mean of 0 and standard error of 1 at the country level) 
of individual i living in country c; countryc is the coun-
try dummy that captures any source of common cross-
country variations in cognitive test scores; Asiac, Africac, 
and Americac are the continent dummies (Europe being 
the reference category); womanic is a dummy equal to 
1 if the individual was a woman; GRc is the measure of 
gender-role attitudes for country c; and ηic is the idio-
syncratic error term. We used clustered standard errors 

at the country level to account for within-country error 
correlation.

We also performed the microlevel analysis when 
using the cross-country cross-cohort approach. This 
additional robustness check is documented in the Sup-
plemental Material (the model is explained by Equation 
S1, and results are presented in Table S6). The results 
were consistent with the ones reported in this article.

Results

As expected (see Fig. 1), the relative female advantage 
in immediate word recall varied significantly across 
countries. Results for delayed word recall and word 
fluency replicated these findings (see Fig. S1 in the 
Supplementary Material). Gender differences in cogni-
tive performance vary widely across countries. The rela-
tive female advantage varied from −7.1% for Ghana to 
+10.5% in Sweden (higher numbers indicate a greater 
advantage for women).

Supporting our hypotheses, Figure 1 shows a strong 
negative association between the degree of traditionalism 
displayed in gender-role attitudes and the relative female 
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Fig. 1. Scatterplot (with best-fitting regression line) showing the association between relative female advantage in 
immediate word recall and proportion of individuals born between 1920 and 1959 who agreed with a statement that 
men should have more right to a job than women when jobs are scarce. Results are shown separately for each of the 
27 countries included in the analysis.

Figure 3: Figure 1 from Bonsang et al. (2017) showing, for each country,
the associa on between rela ve female advantage (compared to men)
in word recall and the propor on of people over 50 years in age agreeing
with the statement: “When jobs are scarce, men should have more right
to a job than women”.
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1. Do men and women differ at the group level when it comes to
mean differences in episodic memory performance and, if so,
what factors influence this difference? This will be investigated
in Study I.

2. Do men and women differ at the group level when it comes to
variance differences in episodic memory performance and, if so,
what factors influence this difference? This will be investigated
in Study II.

3. Are men and women affected differently by societal progression
when it comes to mean differences in episodic memory perfor-
mance? This will be investigated in Study III.

2 METHOD
2.1 DATASET
In order to investigate the research questions outlined in section 1.9,
we set out to create a dataset of relevant studies. More specifically,
our goal was to capture as much as possible of the research that had
been conducted on episodic memory where both men and women were
tested.

2.1.1 DATA COLLECTION
Two different database queries were performed (see Figure 4 for an
overview of the whole data collection phase). The first one was per-
formed in PsycINFO and Medline and spanned from January 1972 to
September 2001 where the search terms “memory” and “sex OR gen-
der” were used. The term episodic memory has not been used consis-
tently in the literature, which is why the broader concept memory was
used instead. Also, not adding the “sex OR gender” would surely re-
sult in more relevant studies showing up, but this search resulted in
over 65,000 abstracts, which was practically infeasible to go through.
Instead, the final search resulted in 2,425 abstracts.
The original intention was that Study I would be completed after this
first search, a plan that never was realized. Instead, when enough time
had passed since the first search, an additional database query had to be

26



4805 articles excluded

1313 articles excluded

1675 articles excluded

620 articles excluded

361
non

peer-review
ed

4
anim

alstudies

203
non-valid

sam
ples

221
articles

included
directly

170
non-episodic

m
em

ory

1103
no

valid
m
easure

61
unusable

data

27
full-textunavailable

184
duplicates

1972-2001 2001-2013

D
ata

received
for246

articles

and
20

new
articles

Data not received

for 801 articles

1047
authors contacted

with requests for data

2425
abstracts examined

7386
abstracts examined

750
full-texts examined

2581
full-texts examined

130
articles included

487
articles included

617
articles included

Final data set

Figure 4: Figure 1 from Asperholm, Högman, et al. (2019) depic ng the
data collec on phase of the dataset that cons tuted the basis of the
studies in this thesis.
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performed to get the dataset up to date. This database search was per-
formed in PubMed and PsycINFO, spanning from September 2001 to 25
November 2013. Here, the search terms “memory”, “sex OR gender”,
and “humans” were used, the last term added to even further narrow
the results. This resulted in 7,386 abstracts.
After retrieving all abstracts, the next step was to go through them and,
if deemed interesting, retrieve the full text to investigate them further.
For the first search, full-text articles were retrieved if it somehow was
indicated in the abstract that males and females had been compared
or if this could be reasonably suspected. For the second search, this
process was even more inclusive where full-text articles were retrieved
if it could not be ruled out from reading the abstract that both males
and females had performed some kind of episodic memory task.
There were four main criteria that each study/sample/measure needed
to satisfy in order to be included in the final dataset:
1. The study had to be published in a scientific, peer-reviewed jour-
nal (meaning for example that book chapters and dissertations
were not included), and the data had to be unique for that partic-
ular study (meaning that if several articles used the same dataset,
we kept the one deriving the outcome on the largest amount of
participants).

2. The participants that partook could not have been selected based
on some type of illness, disease or disorder, and they could not
have been subjugated to any type of experimental manipulation
that seriously may have affected their memory performance. This
meant that while, for example, different type of health conditions
could be represented in the dataset, its prevalence in the sample
should more or less reflect the prevalence of that condition in the
general population.

3. All participants had to be exposed to the same material during
the encoding phase. For example, questions of what you ate for
breakfast would not qualify since different participants would
have eaten different meals (or maybe even nothing), meaning
that the difficulty of the task would vary between them (not to
mention that it is impossibe for the experimenter to know the
correct answers).

4. A direct measure of episodic memory accuracy, such as the num-
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ber of words remembered from a previously seen word list, had
to be reported. This means that, for example, total response time
would not qualify since this would measure how fast, rather than
how accurate, someone remembered something.

All articles that had been selected for inclusion in the first data collec-
tion phase were reexamined and recoded in the second data collection
phase in order to achieve a high level of consistency between the two
searches.
In many cases, the researchers had no intentions of investigating differ-
ences between the sexes but rather to examine episodic memory with
regard to some other aspect. Therefore, for the second data collection
phase, if it was suspected that episodic memory performance data for
both males and females existed, and if the article was not published
more than ten years prior, a couple of requests to get the relevant data
was sent out to the authors via e-mail. In total, 1047 authors were
contacted, which resulted in us receiving unpublished data for 246 ar-
ticles that we could use. In addition, we could sometimes be redirected
to other articles where the relevant data had been published. Finally,
sometimes the dataset used in a certain article came from a large, open
database. Whenever this was the case, we went to the original source,
something that resulted in four large databases being included in the
study. These databases were: Survey of Health, Ageing and Retirement
in Europe (SHARE; Börsch-Supan et al., 2013), The English Longitudi-
nal Study of Ageing (ELSA; Steptoe, Breeze, Banks, and Nazroo, 2012),
Health and Retirement Study (HRS; Sonnega et al., 2014), and Study of
Global Ageing and Adult Health (SAGE; Kowal et al., 2012).
All in all, 617 studies were included in the final dataset, constitut-
ing 4,171 individual effect sizes, 1,370 independent samples, and
1,233,921 participants (with 564,433 males and 669,488 females).
The full or a partial set was then used for all studies that we conducted
in the context of this thesis.

2.1.2 HIERARCHICAL STRUCTURE OF THE DATA
The final dataset had a certain hierarchical structure to it: Every study
could be made up of several different samples. For each of these sam-
ples (for example young and old participants), participants could have
performed several different tasks (for example remembering words and
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remembering images), and for each of these tasks, several different
outcomes could be measured (for example free and cued recall). This
means that a study could consist of just one effect size (if just one mea-
sure was taken from one task for one sample) or many. For a visual
illustration of this structure, see Figure 5, and for a discussion on how
this structure needs to be handled statistically, see section 4.3 (the up-
shot of that discussion being that the standard meta-analytic procedure
should not be used, but rather a model specifically tailored to deal with
dependency structures like these).

2.1.3 MODERATORS
In addition to the data needed to compute an effect size (see section
2.2.2), a lot of other variables were recorded for each data point that
then functioned as the basis for several different moderator analyses
and subset divisions in the different studies. Most of these variables
were only analyzed in Study I, but some of them were used through-
out all of the studies. The most used variable, that in one way or the
other was used in all three studies, was type of material to be remem-
bered. This division consisted of eight separate levels, ranging from
highly verbal to highly spatial, although for three of the levels (faces,
sensory, remaining) this scale was not applicable. More specifically,
these categories were:

Verbal. Words, sentences, facts, and conversations.
Images. Images of real or abstract objects and scenes.
Movies. Movie clips with or without sound.
Locations. Locations of objects. These tasks usually took the form
of either having the participants placing objects where they pre-
viously had been or having them indicate what object previously
had been at a certain spot.
Routes. Routes through space. These tasks could, for example,
be about memorizing a path on a map or remembering the way
through a 3D maze.
Faces. Images of human faces.
Sensory. Odors, tastes, and colors.
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Figure 5: Figure S1 from Study I depic ng the hierarchical structure of
the data described in sec on 2.1.2. Here, a specific example is shown
where two samples have been tested on two different tasks with sev-
eral outcomes each. It is then showed how these different data points
contribute toward a certain moderator, more specifically different lev-
els of what type of material that was supposed to be remembered (see
sec on 2.1.3).
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Remaining. Material that could not be placed within one of the
above categories, such as composite measures based on several of
them, or simply tests that were not described in enough detail to
make a confident judgment about which category to place them
in.

Another set of variables that were used both in Study I and Study II per-
tained to possible bias in the dataset. More specifically, the following
four variables were defined:

Database search. The distinction brought up in section 2.1.1 be-
tween studies gathered in the 1972–2001 or 2001–2013 database
query.

Data source. The distinction brought up in section 2.1.1 between
data that were recorded directly from published articles and un-
published data that were retrieved from authors via e-mail.

Study objective. The distinction between whether the goal of the
study was to investigate sex differences or not (which was most
often the case).

Sampling of subjects. The distinction between whether the sam-
ple used for a particular study was convenience based (which
most often was the case) or if it was population-based, meaning
that the authors made a serious effort to have the sample accu-
rately represent the population they were investigating.

Finally, yet two more continuous variables that were used both in Study
I and Study II were defined the following way:

Age. A continuous value representing the sample age. Whenever
a mean age was given, this was also used as the age value of the
sample. However, sometimes only an age range was given. In this
case, the middle value of that age range was used as the age value
of the sample.

Year. The publication year of the study from which the data point
was taken.
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2.2 STATISTICS

2.2.1 BASICS OF META-ANALYSES

For all studies included in this dissertation, the meta-analytic method
was used for themain analyses, although it is important to note that this
does not automatically make the studies into traditional meta-analyses.
Rather, as will be seen, the meta-analytic method can — or even should
— be applied to any type of data where the individual data points have
some known variance, preferably with some kind of measure that can
be used to weight the different data points according to how precise
these variances can be assumed to be (in our case, that would be the
number of participants in a sample). This can be contrasted to most
common statistical analyses such as a simple t-test or an ANOVA, where
the dependent variable usually only is a set of numbers that represent
individual measuring points (meaning that they have no inherent vari-
ance).

So, when you have aggregate data as your raw data, meaning that you
have both the mean and the variance for each data point, you can use
this variance to weight each data point in the final estimate. Even bet-
ter, if you know how many individual measuring data points each ag-
gregate data point is made up of (in our case, the number of partic-
ipants), you can compute a weighted variance based on how precise
the data point in question can be assumed to be. That is, if you in
your dataset, consisting of aggregated variables, would disregard the
weighted variance of individual data points, you would also end up
not knowing whether one aggregate data point comes from sampling
something 10 or 10,000 times, information that you would like to have
in order to weight them properly. So, for example, if you had aggre-
gated data from a study with 10 participants and from a study with
10,000 participants where the means were different but the reported
variances were the same, disregarding sample sizes, you would have
to conclude that the actual effect size lies somewhere between the two
means when it, of course, would be more sensible to conclude that the
true effect size lies much closer to the 10,000 participants study than
the 10 participants study.
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2.2.2 EFFECT SIZES
There are two different types of effect sizes that will be heavily used as
the dependent variables in the three studies of this thesis:

Cohen’s d/Hedges’ g. The most common effect size that histori-
cally has been used in meta-analyses is Cohen’s d, which is defined
as

mwomen − mmen
sdtotal

where mx stands for the mean of group x and sdtotal stands for
the pooled standard deviation. In other words, it is a measure of
how much a group deviates from another in term of their pooled
standard deviation, where the pooled standard deviation in turn
is the combined standard deviation of the both groups where the
assumption is that their underlying variances are the same.
There are several different ways that the pooled standard devi-
ation can, and have been, computed and depending on which
method that is being used, researchers have in a quite inconsis-
tent way (as unfortunately often is the case with statistical con-
cepts and which I do not, regrettably, help to alleviate in this the-
sis) used concepts such as Cohen’s d, Hedges’ g, and Hedges’ g*
(Durlak, 2009; Grissom & Kim, 2005; Mcgrath & Meyer, 2006;
Zakzanis, 2001). For this thesis, whenever Cohen’s d is used,
which it is in Study III, the pooled standard deviation has been
computed using

√
(n1 − 1)sd2

1 + (n2 − 1)sd2
2

n1 + n2 − 2

which is the way the statistical package compute.es (Re, 2013) im-
plements it. Here, n1 and n2 stands for the number of measuring
points for each group, or more specifically, in our case, the num-
ber of participants. Further, one common addition is to multiply
the effect size with a correction factor

1 − 3
4(n1 + n2 − 2)− 1
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The point of this correction factor — which is a computation-
ally lightweight approximation of the more complicated, original
equation (Hedges & Olkin, 1985, p. 104) — is to counteract up-
ward bias in small samples (<20 participants). When using this
correction factor, which is the case for Study I and II, we call the
measure Hedges’ g. This is, again, the way it is handled and called
in the compute.es package (Re, 2013).
As mentioned in the previous section, in order to use an effect
size measure in the meta-analytical method, you also need the
weighted variance for that verymeasure, that is, the variance of the
aggregated measure weighted according to the number of mea-
suring points (or number of participants). To derive the variance
for Cohen’s d, we used the formula

n1 + n2
n1n2

+
d2

2(n1 + n2)

and for the variance of Hedges’ g, we simply multiplied the vari-
ance of Cohen’s d by the squared correction factor (Re, 2013).
Throughout this whole thesis, positive values of d indicate that
women perform better thanmen and negative values indicate that
men perform better than women. The closer the value is to zero,
the smaller the difference is. For example, a Cohen’s d of 0.20
indicates that 58% of all women performed better than the aver-
age man. Corresponding percentages for d=0.30 and d=0.50 are
62% and 69%, respectively.
lnVR. The variance ratio (VR) is a measure of the difference in
variance between two groups. It is computed by taking the vari-
ance of one group over the variance of the other, hence the name
variance ratio. This then leads to that a VR of 2 means that the
variance of one group is twice as large as another. However, one
problemwith this measure, when using it as the basis for different
computations, is that when switching the numerator and denom-
inator, the result is not the same distance away from 1 (the value
given when the groups are equal) as it previously were (that is,
2
1 ̸= 1

2). This means that in a VR dataset where there are no over-
all variance differences present, such as { 2

1 , 1
2}, the mean is not 1

but rather
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(2
1 = 2) + ( 1

2 = 0.5)
2

= 1.25

which means that another measure will have to be used for situ-
ations like these. Here, one can instead use the natural logarithm
of the variance ratio (lnVR; Feingold, 1992), which has the ad-
vantage that it does not matter if you switch the numerator and
denominator around, that is, | ln 2

1 | = | ln 1
2 |. The vertical lines

here indicate absolute values (that is, values where you remove
minus signs), which are necessary for this explanation since the
point indicating no variance differences for lnVR is 0.
More specifically, we used

ln
sd1
sd2

+
1

2(n1 − 1)
− 1

2(n2 − 1)

to compute lnVR and

1
2(n1 − 1)

+
1

2(n2 − 1)

to compute the variance of lnVR (Nakagawa et al., 2015) for Study
II. Here, positive values mean that men have larger variance than
women.17

2.2.3 SPECIFIC META-ANALYSES USED
Basically all analyses conducted for the three studies included in this
dissertation were multi-level meta-analyses, conducted either with or
without discrete or continuous moderators. Multi-level meta-analysis
was chosen as the preferred model, rather than the random effects
meta-analysis that is the more standard method, because this is one of
the ways of handling the hierarchical dependency structure in the data
described in section 2.1.2 (for more information about this method and
17The reason why, maybe somewhat confusingly, positive Cohen’s d/Hedges’ g val-

ues mean that women performed better while positive lnVR values mean that men
were more variable is that positive values were used to indicate the most often ex-
pected direction of the measure in accordance with the original hypotheses of the
studies in this thesis.
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the arguments for using it, see section 4.3). For each data point, Co-
hen’s d/Hedges’ g/lnVR along with the variance of Cohen’s d/Hedges’
g/lnVR were used as the dependent variables.
In order to better understand the results of the three studies presented
in the results section of this thesis (section 3), it is important to under-
stand the different types of analyses that have been performed. Basi-
cally, there are three different meta-analyses that have been conducted:

Without moderators. When conducting a meta-analysis without
any moderators, you are testing the null hypothesis that the esti-
mated overall effect size is equal to zero. As such, from running
this analysis, you get an overall effect size estimate as well as a
p-value pertaining to this null hypothesis.
With a discrete moderator. When conducting a meta-analysis
with a discretemoderator, you are testing the null hypothesis that
the level of the moderator has no effect on the resulting estimate.
As such, from running this analysis, you get a p-value pertaining
to this null hypothesis. In addition, you also get individual esti-
mates for each level of the moderator along with p-values for the
null hypotheses that they are zero.18

With continuous moderators. When conducting a meta-
analysis with one or several continuous moderators, a so-called
meta-regression, you are testing the null hypothesis that the
moderator(s) are not predicting the effect sizes. As such, from
running this analysis, you get a p-value pertaining to this null hy-
pothesis. In addition, you get, just as with standard regressions,
an estimate of the intercept as well as estimates of the slopes for
each moderator, together with p-values for the null hypotheses
that the intercept and the slope(s) are different from zero.

One thing to keep in mind going forward is that the analyses described
above only are designed to test for whether there are differences in the
dependent variable between men and women, meaning that the results
presented in turn only can provide evidence for sex differences. This
has the consequence that non-significant results only mean that there
18Getting all these results really involve fitting two different models, one where

each level of the moderator is tested against an arbitrarily chosen reference level and
one where each level of the moderator is tested against a fixed effect size (in our case,
0).

37



is not enough power to detect a difference. Consequently, this leads to
that non-significant results neither can be used to determine that there
are no sex differences (which in principle never can be shown, given
that the sex difference could be infinitesimal small), nor to determine
that differences are small enough to be meaningless. In order to draw
conclusions regarding the latter, one would have to construct a test
where the alternative hypothesis is that the effect lies within a certain,
sufficiently small, interval around zero (which has to be based on one’s
subjective judgment of what the smallest, meaningful effect size is).

3 RESULTS
In this section, I will present the three studies that form the basis of
this thesis. They can all be found in their entirety at the very end, and
what I present here are more condensed versions, even though my own
thoughts and interpretations at certain places are more expanded upon
than what they are in the original articles.

3.1 STUDY I
Study I is titled What did you do yesterday? A meta-analysis of sex dif-
ferences in Episodic Memory. It was published in Psychological Bulletin
in 2019 (Asperholm, Högman, et al., 2019).

3.1.1 INTRODUCTION
As already briefly outlined in section 1.9, the goal of Study I was to
investigate mean differences between men and women when it comes
to episodic memory performance, first and foremost with regard to the
type of material to be remembered, and second with regard to other
moderators that might affect the pattern within each of these material
categories. Regarding the type of material, it was hypothesized that this
aspect would not only affect the outcome but also that the pattern of sex
differences in episodic memory would mirror the pattern that has been
observed for other cognitive traits, namely that women perform better
on more verbal tasks while men perform better on more spatial tasks
(see section 1.6.2). Other moderators that were investigated all had
in common that they either previously had been shown to differentiate
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various groups (not only for sex) and/or were interesting because of
the conclusions that could be drawn if they would prove to be relevant.

3.1.2 METHOD
For this study, several five-level meta-analyses (further described and
discussed in sections 2.2 and 4.3) were conducted on the full dataset
(further described in section 2.1) as well as material category sub-
sets (further described in section 2.1.3), using the dependent variables
Hedges’ g and the weighted variance of Hedges’ g (further described in
section 2.2.2) with or without a number of different moderators.

3.1.3 RESULTS AND DISCUSSION
First, a meta-analysis without any moderators was performed on the
617 articles contained in the full dataset. The result showed a signifi-
cant advantage for females in episodic memory performance (g=0.19,
95% CI=[0.17,0.21], p<.001). Further, a meta-analysis with type of
material to be remembered as a moderator showed that the sex differ-
ence in episodic memory performance, as hypothesized, was moder-
ated by this aspect (see Figure 6). Also, the more specific, expected
pattern where women would perform better for tasks relying on verbal
processing while men would perform better for tasks relying heavily
on spatial processing/abstract thinking somewhat emerged. It can be
noted that for images no sex difference was found, and for locations
women performed better than men.
Next, a number of moderator meta-analyses were performed at the task
level, investigating each type of material subset separately as well as the
total dataset. Here, the following moderators were investigated, which
all had to do with aspects of the material to be remembered:

Nameable material. Whether the material was nameable, mean-
ing that it could be remembered using verbal, mental representa-
tions.
Emotional material. Whether the material had a positive, nega-
tive, sexual, or neutral valence.
Paired material. Whether the material was paired with some
other material and the participants were supposed to remember
all the individual associations.
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Figure 6: Figure 2 from Study I showing how the sex differences in
episodic memory performance varies with the type of material that one
is supposed to remember (Omnibus p<.001; I²=89%). Each row shows
whether the effect size for that level of the moderator is reliably differ-
ent from 0. The last row show the result from a meta-analysis without
any moderators, performed on the full dataset. Posi ve values mean
that women performed be er than men. Explana on of headings: g =
Hedges’ g; 95% CI = the 95% confidence interval; k = number of studies;
p = the p-value; I² = sta s c deno ng the percentage of varia on across
studies that is due to heterogeneity rather than due to chance.

Here, it was only the nameable material variable that showed a some-
what consistent and interesting pattern (see Table 2 of Study I): For the
total subset, women performed significantly better than men when the
material was nameable (g=0.14; p<.001) and men performed signif-
icantly better than women when the material not was nameable (g=-
0.22; p<.001). This was also the case for the images subset where
females performed significantly better on nameable images (g=0.16;
p<.001) while men performed significantly better on non-nameable
images (g=-0.20; p<.01). The effects went in the same directions, al-
though not significantly so, for the two remaining subsets where this
division was applicable: locations (k=29; omnibus p<.20) and routes
(k=19; omnibus p<.24). These resuts further strengthen the expected
pattern with regard to the verbal/spatial continuum.

Next, another set of moderator meta-analyses were performed, again
at the task level and again investigating each type of material subset
separately as well as the total dataset. This time, themoderators related
to aspects of how the material was learned or retrieved:

Repeated learning. Whether the participants were given several
chances to learn the material or simply had to remember it after
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just going through it once.
Intentional learning. Whether the participants explicitly were
asked to remember the material.
Retrieval support. Whether the participants were asked to freely
remember the material, remember the material with the help of
one or more cues, or whether they recognized the material later
presented to them.
Delayed recall. Whether there was a delay between the presen-
tation phase and the recall phase.

Results (see Table 3 of Study I) revealed no obvious and consistent pat-
terns, but some interesting things can still be said: For repeated learn-
ing, the subsets total, verbal, and images showed significant omnibus
tests, all going in the same direction with women increasing their per-
formance more than men when repeating the material. However, the
subset Routes, which had a barely significant omnibus test (while the
p value is .05, it is rounded down to this value), showed the opposite
direction. If this possible pattern reflects something real in the popu-
lation, it might simply be that whenever a group outperforms another
for a certain type of material to be remembered, this advantage is even
further increased when given a chance to repeat the material. As an
analogy, imagine two persons trying to learn a new language, one of
them being good at learning new languages, the other one being bad at
it. After one week, some differences between the two should be seen,
although not that large. On the other hand, after one year, the first
one should be speaking the language fluently while the other one still
probably speaks at a beginner level.
For retrieval support, only the omnibus tests for the total and the ver-
bal subset came out significant. Bear in mind that the overlap between
these two sets always is very large though, in this case about 61% of the
data points in the total set came from the verbal subset, so whenever
one of them shows a certain pattern, there is a good chance that the
other one will as well. For both of these sets, women performed sig-
nificantly better than men for recognition, which should be the easiest
task, even better for cued recall, and finally with the largest margin for
free recall, which should be the hardest task. This suggests a pattern
where the excelling sex outperform the other sex more and more, the
harder the task is. However, as mentioned, none of the other subsets
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had significant omnibus tests, and from just eyeballing the estimated
effect sizes, no similar pattern can really be seen.
Next, a number of moderator meta-analyses were performed at the
sample level, again investigating each type of material subset separately
as well as the total dataset. More specifically, in addition to age, sam-
pling of subjects, and year of publication (that all were defined in section
2.1.3), geographical region was also investigated. This variable simply
indicated where each study was carried out: Africa, Asia, Europe, North
America, Oceania, or South America.
The results (see Table 4 of Study I) showed, first of all, that geographical
region moderated the estimates within the two largest type of material
sets: verbal and total. This pattern was further investigated in Study
III. Further, sampling of subjects could, due to unbalanced data, only be
investigated for the verbal and total sets, where the omnibus tests were
significant; in both cases, the females’ performance was even larger
than males for convenience-based samples compared to population-
based samples. It is hard to say why this is the case, but it should
be noted that all four (very large) open databases that were included
were categorized as population-based. If these somehow are different
than the rest of the studies, they would most certainly impact the sam-
pling of subjects category. Most notably, they all utilize similar type of
verbal memory tasks. None of the meta-regressions for year came out
significant, but for age, relationships were present for verbal, images,
and total where both linear and quadratic regressions were fitted (see
Figure 3 of Study I for scatterplots and fitted regression curves for this
data). While the effect was negative and linear for images, the curve
was parabolic for verbal, implying that gender differences were some-
what smaller for younger and older persons than for the rest.
Finally, possible bias in the dataset was evaluated through four dif-
ferent moderator meta-analyses (with the moderators being defined
in section 2.1.3): database search (whether data was taken from the
first or second database search), data source (whether data points were
taken from publications or received from authors), and study objective
(whether sex differences explicitly were investigated). The results (see
Table 1 of Study I) showed no significant omnibus tests, meaning that
no clear signs of bias in the dataset could be identified (for an extended
discussion of this matter, see section 4.2).
In summary, I think that we, with this study, managed to give an ex-
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haustive picture of what sex differences there are in episodic memory
as well as which factors that are most important in order to understand
the variation. More research can, of course, always be carried out, but I
do not think that conducting another meta-analysis on this topic would
be the best use of available resources.

3.2 STUDY II
Study II is titled Sex Differences in Episodic Memory Variance. It was
published in Frontiers in Psychology in 2020 (Asperholm et al., 2020).

3.2.1 INTRODUCTION
As already briefly outlined in section 1.9, the goal of study II was to
investigate variance differences between men and women in episodic
memory performance, mainly with regard to the type of material to
be remembered. Here, it was hypothesized that in line with previous
research on sex differences in both cognition and more general traits
(see section 1.7), men would be more variable on both the full dataset
as well as for all material categories.

3.2.2 METHOD
For this study, several five-level meta-analyses (further described in sec-
tion 2.2 and 4.3) were conducted on a subset of the original dataset
(the full dataset is described in section 2.1, and the subset is de-
scribed further down), using the dependent variables Hedges’ g/lnVR
and the weighted variance of Hedges’ g/lnVR (further described in sec-
tion 2.2.2).
For these analyses, only data points where some kind of variance met-
rics were presented separately for men and women could be used (for
example, if only pooled standard deviation was available for a data
point, that data point had to be discarded). This resulted in a final
dataset where 535 out of the 617 studies in the full dataset were in-
cluded, totaling 962,946 participants.

3.2.3 RESULTS AND DISCUSSION
First, we performed a replication of an analysis in Study I (see Fig-
ure 6) with Hedges’ g as the dependent variable and type of material
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Figure 7: Figure 2 from Study II showing how the variance sex differ-
ences in episodic memory performance varies with the type of material
that one is supposed to remember (Omnibus p<.01; I²=83%). Each row
shows whether the effect size for that level of the moderator is reli-
ably different from 0. The last row show the result from a meta-analysis
without any moderators, performed on the full dataset. Posi ve values
mean that women performed be er thanmen. Explana on of headings:
lnVR = lnVR; 95% CI = the 95% confidence interval; k = number of stud-
ies; p = the p-value; I² = sta s c deno ng the percentage of varia on
across studies that is due to heterogeneity rather than due to chance.

to be remembered as the moderator. This was carried out in order
to make sure that the original results from Study I still held for the
somewhat reduced dataset. Results (see Table 1 in Study II) showed
that the categories movies and remaining went from being significant
to non-significant.
Next, the same analysis as above but with lnVR as the dependent vari-
able was carried out. The results (see Figure 7) showed that men were
more variable for verbal and locations, while women were more vari-
able for routes. Men were also more variable for the total dataset. What
is interesting to note here is that when comparing the results of the type
of material moderator analyses using Hedges’ g as the dependent vari-
able to the same analyses using lnVR as the dependent variable, it can
be seen that they mirror each other for all level pairs that are signifi-
cantly different from zero in both analyses. That is, whenever women
performed better than men, men also had larger variance than women
and vice versa (I will come back to this shortly).
Further, we performed a number of meta-regressions with either age or
publication year (defined in section 2.1.3) as moderators on each type
of material subset as well as on the total dataset. Results (see Table
2 and Table 3 in Study II) showed that publication year had no effect
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on the outcome. Further, for age, two small, negative linear relation-
ships could be found, here indicating that the men’s larger variances
compared to women became smaller across age.

Next, a number of meta-analyses were carried out in order to search for
possible bias in the dataset, using the following four moderators (de-
fined in section 2.1.3): database search (whether data was taken from
the first or second database search), data source (whether data points
were taken from publications or received from authors), study objective
(whether sex differences explicitly were investigated), and sampling
of subjects (whether the sample was convenience-based or population-
based). Similarly to Study I, only sampling of subjects showed a signifi-
cant omnibus test (see Table 4 of Study II), meaning that the sex differ-
ence in variance was more positive (that is, towards men having larger
variance) in convenience-based samples compared with population-
based samples. Otherwise, there were no indications of bias in the
dataset. As already mentioned in the results section of Study I, all
data from the open databases were categorized as population-based,
which means that possible deviations in these have a large probability
of showing up for the sampling of subjects variable as well.

Returning to what was discussed earlier, a somewhat interesting and
consistent, mirrored pattern appeared when comparing the two type
of material moderator analyses performed with Hedges’ g and lnVR as
dependent variables respectively: That is, whenever men performed
better for a material category, women also had larger variance than
men and vice versa. This pattern was further investigated in a number
of exploratory meta-regressions performed separately for all the type of
material subsets as well as the total dataset, where lnVR was set as the
dependent variable and Hedges’ g as a moderator. Results (see Table
5 in Study II) showed significant, positive relationships for the verbal,
images, locations, routes, faces, and total sets, and a significant, neg-
ative relationship for the sensory subset. That is, there were positive
relationships found between the mean differences and variance differ-
ences for all categories where the mirrored pattern described above
could be identified. A positive relationship here indicates that as the
performance goes toward favoring women on a given task, the vari-
ance of men becomes larger and larger compared to the women’s and
vice versa (for an illustration of this relationship for the full dataset,
see Figure 8).
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Figure 8: Figure 3 from Study II showing the rela onship between lnVR
(where posi ve values mean that males have more variance than fe-
males) and Hedges’ g (where posi ve values mean that females perform
be er thanmales) for the full dataset. The diameter of each data point is
equal to the inverse of its squaredweighted variance (see sec on 2.2 for
an explana on of this concept). The drawn line shows the best-fi ng
regression line from the significant meta-regression reported in Table 5
of Study II.
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One way of explaining this pattern could be that it comes about because
of ceiling effects. That is, when one sex performs much better than the
other, they may also hit a ceiling, either an actual limit to their perfor-
mance or an upper bound resulting from how the test is designed; an
example of the former being if they were asked to recall fewer items
than what they actually were capable of remembering. Since the per-
formance distribution (regardless of the underlying reason for this ceil-
ing effect) then would be restricted for the top achievers, the variance
would also become narrower. This, in turn, would mean that the sex
who would be less affected by this ceiling effect also would have larger
variance than the other.
If a ceiling effect like the one described above would come about be-
cause of an actual limit in the cognitive performance, this would also
reflect an actual difference in the variance between men and women.
Such a limit — or diminishing returns effect if you will — is something
that is bound to happen at some point if the performance of one sex
keeps increasing in relation to the other, the question is only when.
However, if it would come about because of deficiencies in how the
outcome was measured, the obtained results would only be artifacts,
not indicating a real phenomenon in the underlying performance. With
the data we have, finding out which of these factors contribute to the
outcome to what degree (if at all) is not possible. However, it is possible
to point to other large studies where the mean and variance differences
go in the same direction (Hedges & Nowell, 1995; Lakin, 2013; Machin
& Pekkarinen, 2008; Nowell & Hedges, 1998), indicating that even if
a ceiling effect could be a factor in some cases, it cannot fully explain
why men seem to be more variable than women in many areas.
Finally, an illustration of what the overall distributions for men and
women would look like, given that the estimations from the two type of
material moderator analyses presented above were accurate, is shown
in Figure 9. Here, while it can be argued that the variance differences
are quite small, it can also be seen that the distributions of men and
women in the extremes are not negligible. For example, for the verbal
category, there are 1.76 women for each man in the top 5%.
In summary, the small effect sizes that were shown combined with
some question marks surrounding possible ceiling effects in the un-
derlying data makes this study informative but also warrants further
research. More specifically, it would probably be useful to investigate
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Figure 9: Figure 4 from Study II that shows assumed distribu ons of
male and female performance for the verbal, loca ons, and routes sub-
sets. These distribu ons are computed based on the es mates of
Hedges’ g and lnVR in the respec ve analyses where these were as-
sessed with type of material as a moderator (see Table 1 of Study II and
Figure 7 of this thesis). Assumed distribu ons are only shown for type of
material categories where both of these es mates significantly differed
from zero.
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a large dataset containing the raw participant data, rather than just de-
scriptive summary statistics, meaning that it would be possible to say
more about potential problems in it. Even so, the study does provide
some circumstantial evidence that what has already been shown for
other domains, namely that males tend to vary more as a group than
females, also might be the case for episodic memory.

3.3 STUDY III
Study III is titled The Magnitude of Sex Differences in Verbal Episodic
Memory Increases with Increased Gender Equality: Data from 54 Coun-
tries Across 40 Years. It was published in PLOS ONE in 2019 (Asperholm,
Nagar, et al., 2019).

3.3.1 INTRODUCTION
As already briefly outlined in section 1.9, the goal of study III was to
investigate if men and women are affected differently by societal pro-
gression when it comes to mean differences in episodic memory perfor-
mance. More specifically, we first wanted to explore whether country
moderated the mean sex difference effect in episodic memory perfor-
mance. If this would be the case, we then wanted to go on and inves-
tigate possible predictors that could make sense of this pattern. The
hypothesis was that country would moderate the mean sex difference
effect and that social progress would be positively related with changes
in sex differences to women’s adgantage. Further, we hypothesized, in
line with earlier research (see section 1.7.3), that a measure of gen-
der equality would be the strongest social progress predictor for this
relationship among the measures investigated.

3.3.2 METHOD
For this study, we used the dataset described in section 2.1. However,
only studies that had been performed within a single, known country
were included, resulting in a final dataset of 612 studies, originating
from 54 different countries, published between 1973 and 2013, and
involving a total of 587,691 participants. Further, the dataset was di-
vided into verbal and non-verbal material. Here, verbal material was
defined the same way as in the type of material variable (see section
2.1.3), with the addition that nameable images (see section 3.1.2) also
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were included. This decision was made in light of the results of Study I,
where women did not only perform better than men for nameable im-
ages, but where there also was a significant difference between name-
able images and non-nameable images. In addition to their theoretical
closeness, this made nameable images similar to the verbal material cat-
egory from an empirical standpoint as well; when remembering words,
they can often be remembered as images, and vice versa.
Further, three indicators of social progress were constructed, where
each unique country and year combination received a value based on
what the numbers were at that specific point in time for that specific
country. Data for these measures were taken from United Nations De-
velopment Programme (UNDP) and The World Bank (WB). The three
indicators were defined as follows:

Gender Equality. A composite measure that was made up of (1)
the UNDP indicator Average Years of Schooling Attained (Female
population, 25 years and over) subtracted by Average Years of
Schooling Attained (Male population, 25 years and over) and (2)
the WB indicator Female to male ratio on labor force participation
(for ages between 15 and 64).
Population education and employment. A composite measure
that was made up of (1) the UNDP indicator Average Years of
Schooling Attained (Total population, 25 years and over) and (2)
the WB indicator Labor force participation rate (% of total popula-
tion ages 15-64).
GDP per capita. Gross domestic product per capita is a measure
of economic activity in relation to the size of the population. This
measure, given in current US dollars, was extracted from the WB
database and subsequently transformed using the natural loga-
rithm to achieve a normal distribution of the variable.

Indicators were not always available for every year. Whenever an indi-
cator was missing, it was extrapolated from indicator values surround-
ing it. Further, each indicator was z-transformed using the full distri-
bution of all possible year and country combinations for the included
countries between 1972 to 2013. Also, correlation analyses for the
full dataset revealed positive associations between the three indica-
tors (Gender Equality vs. Population Education and Employment: r=.70,
p<.001; Gender Equality vs. GDP per Capita: r=.50, p<.001; Popula-
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tion Education and Employment vs. GDP per Capita: r=.56, p<.001).
When it comes to indicators measuring different types of social progress
and living conditions constructs, such as the ones presented above,
there are a lot of choices to be made. For example, one of the most
popular measures with regard to gender equality is the Global Gender
Gap Index (GGGI) (World Economic Forum, 2020). This is a composite
measure consisting of a number of variables that together are meant to
gauge women’s opportunities/participation when it comes to economy,
politics, health and education. However, it can be questioned whether
this scale actually captures gender equality, and other measures have
been proposed (Stoet & Geary, 2019). One critique here is, for exam-
ple, that within the scope of the GGGI, it is theoretically impossible
for women to be better off than men because underlying measures are
capped once they reach perfect symetry between the sexes. It also does
not focus on areas where men usually are worse off such as harsher
punishments when it comes to crime, higher suicide rates, and more
occupasional accidents (Stoet & Geary, 2019).19

For the present study, we needed to find indicators that not only cap-
tured the underlying concepts that we were interested in, but also that
suited our data fairly well when it comes to available data for the spe-
cific countries and year that we happened to need. As such, we chose
to go with the relatively simple measures specified above.

3.3.3 RESULTS AND DISCUSSION
First, in order to evaluate whether country moderated the episodic
memory effect size, two five-level meta-analyses with country as amod-
erator were performed, one on the verbal subset and one on the non-
verbal dataset. Results (see Figure 10) showed that for the verbal sub-
set, country was significantly modifying the effect sizes. However, for
the non-verbal subset, it did not. Therefore, going further, only the
verbal subset was considered.
Next, we fitted a number of six-level meta-analyses (where country was
added as the sixth level on top of the hierarchical structure described
19However, it can, of course, also be questioned to what extent actual outcomes

measures oppurtunities. Does low policital participation from women automatically
mean that they are held back? Does higher suicide rates for men mean that society
somehow has done something wrong?
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Figure 10: Figure 1 from Study III (taken from the correc on of the orig-
inal ar cle; The PLOSONE Staff, 2019) showing the results of twomod-
erator analyses (inves ga ng the verbal and non-verbal sets of the data)
with country as a moderator and Cohen’s d of episodic memory per-
formance as the dependent variable. Number of studies is indicated by
the k column. Posi ve values indicate that women perform be er than
men.
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in section 2.1.2): The first thing we did was to fit three simple models
with each of the social progress indicators as moderators and then a
combined model with all three of them included simultaneously. Here,
Cohen’s d of episodic memory performance along with the weighted
variance of Cohen’s d were the dependent variables, and each effect
size was paired with the right social progress indicator value accord-
ing to when20 and where the study was carried out. The results (see
Table 1) of the three simple regressions all showed significant, positive
relationships between the dependent variable and the indicator (see
Figure 11 for illustrations of these effects). That is, they all went in
the expected direction where an increase in women’s relative episodic
memory performance compared to men’s was related to increased so-
cial progress. However, for the combined model, comprising all three
social progress indicators, a significant, positive relationship could only
be found for Population Education and Employment. Here, one z-point
change for this indicator was associated with an increase of 0.08 in
Cohen’s d for verbal episodic memory performance.
In addition, we performed the same meta-regressions as above for ver-
bal episodic memory tasks, both without the large databases that were
the sole focus for Weber et al. (2014) and Bonsang et al. (2017) as
well as with only these databases. This did not change the outcome
in a major way (see S2 Table of Study III). For the analysis without
the databases, Population Education and Employment went from being
significant to marginally significant for the combined model. For the
analyses with only the databases, GDP per capita went from not being
significant to actually being significant.
The upshot of the results of this study is that while all social progress
indicators tested for could be shown to be positively related to women’s
relative increase in verbal episodic memory performance compared to
men’s, it was the overall education and employment level rather than
the gender equality level that best predicted this. Given the reasoning
laid out in section 1.8.3 — where it is argued that increases in living
standards should benefit women more since men might experience a
form of diminishing returns effect from already having access to more
20Here, we used the publishing year of the article in question minus one to better

reflect when the experiment in the study probably was carried out. Just subtracting
by one was probably too conservative though, and in retrospect I believe that we
could have increased this number. I also believe that this would not affect the overall
results.
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SM1 SM2 SM3 CM

Intercept
Es mate 0.16*** 0.13*** 0.18*** 0.14***
Standard error 0.02 0.02 0.02 0.02

Gender Equality
B es mate 0.10*** 0.04
B standard error 0.02 0.03

Popula on E&E
B es mate 0.13*** 0.08*
B standard error 0.02 0.04

GDP per Capita
B es mate 0.60*** 0.18
B standard error 0.16 0.20

Observa ons 2681 2681 2681 2681
R² 0.12 0.15 0.11 0.16

Table 1: Adapted version of Table 1 in Study III showing summary sta s-
cs of the four meta-regression analyses (SM = Simple model; CM =
Combined model) for verbal episodic memory performance. Explana-
on of symbols: ∗ → p<.05; ∗∗ → p<.01; ∗ ∗ ∗ → p<.001. No ce that
there is a typo in the original ar cle that has been corrected here: The
Gender Equality B es mate for SM1 should be p<.001 rather than p>.05.
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Figure 11: Figure 1 from Study III (adapted from the correc on of the
original ar cle; The PLOS ONE Staff, 2019) showing the best-fit regres-
sions of the three separate meta-regressions with sex difference in ver-
bal episodicmemory performance as the dependent variable and the so-
cial progress indicators (a) Gender Equality, (b) Popula on Educa on and
Employment, and (c) GDP per Capita as con nuous moderators.
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social goods — it would make sense that increasing the general level of
education and employment, independent of sex, could benefit women
more than men as long as they were not left out completely.
It is also possible to construct a hypothetical scenario showing how
gender equality could be less important: Imagine two countries, Ocea-
nia and Eurasia. In Oceania, the general standard of living has in-
creased dramatically while gender equality has seen less progression.
In Eurasia, the general standard of living has been quite unimpressive
while gender equality has seen a striking improvement. In this sce-
nario, women in Oceania would probably experience larger increases in
cognitive performance compared to men than what women in Eurasia
would. If our dataset were to share characteristics with this example,
it could be argued that this at least in part could explain the pattern
seen.
In summary, with this study, we have further strengthened what oth-
ers already have suggested, namely that social progress is related to
relative improvements in sex differences to women’s advantage, both
in cognition in general and for episodic memory. However, the fact
that it was the overall education and employment level rather than the
gender equality for these measures that was the best predictor for the
outcome suggests that more in-depth studies, probably applying some
other method than what has been used so far, are needed in order to
better explain what is going on.

4 DISCUSSION
For this thesis, I have through three different studies investigated sex
differences in episodic memory from several, disparate perspectives.
Rather than setting up experiments and gathering participant data our-
selves, we synthesized and combined already produced data in order
to reach new and powerful conclusions.
In Study I, we performed a meta-analysis on mean sex differences in
episodic memory, using a dataset of 617 studies that we compiled for
this purpose, consisting of both published and unpublished data, as
well as several open databases. Here, we could first and foremost,
as expected, see a strong indication that just like with other cognitive
tasks, the difference in performance between men and women depends
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on what type of material they are being exposed to. More specifically,
men tend to perform better on more spatial tasks while women tend
to perform better on more verbal tasks, and this pattern also seems to
be in place for episodic memory. Women also performed better than
men for tasks having to with remembering faces as well as assignemtns
pertaining to smell, touch, and different shades of colors. These type
of tasks cannot, at least not on the face of it, be categorized as either
verbal or spatial and would therefore suggest a broader advantade for
females when it comes to episodic memory.
In Study II, we performed a number of analyses on the same dataset
gathered in Study I, searching for variance differences between men
and women. Here, we could, in line with our expectations as well as
previous research, find that men overall were slightly more variable
than women when it comes to episodic memory. However, we also
found some exploratory results that implied that those findings might
come about because of underlyingmethodological problems in the orig-
inal research, more specifically possible ceiling effects in a subset of the
tasks. Therefore, more research to investigate these potential problems
is warranted.
In Study III, we performed a number of analyses on the same dataset
gathered in Study I, investigating whether sex differences were related
to social progress. Here, we could first see that which country a study
was conducted in also affected the sex difference in verbal episodic
memory. Investigating this further, we concluded that sex differences
in verbal episodic memory tracked several different indicators of social
progress tied to the year and country of each individual study. How-
ever, when pitted against each other, it was only the education and em-
ployment level that could be shown to have an effect and not gender
equality, which we expected would be the most important indicator.
It should be mentioned that while the sex differences and effects that
are demonstrated within the scope of these three studies often are quite
small, one should keep in mind that they also represent basic cogni-
tive skills that form the basis of a plethora of higher-order cognitive
functions. In that respect, it is not unreasonable to suspect that these
small differences will be amplified and result in much more obvious
differences for more complex behaviors. For example, when reading a
text, episodic memory is involved for multiple tasks that you have to
carry out, for example encoding what you currently are reading, recall-
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ing what you read previously, as well as remembering newly defined
terms and concepts. This means that performing just slightly better in
episodic memory also will impact all of these tasks which in all indi-
vidually increases the overall reading performance. When combining
this with repeated exposures and training over a long time, even small
effects for basic skills should translate to larger effects for more com-
posite skills.
I will now turn to discuss some general aspects of the studies included
in this thesis more in-depth.

4.1 QUALITY VS. QUANTITY
When collecting a large amount of data in order to get a full picture
of the research that has been done within a field (as we did for the
studies in this thesis), one often has to make a sort of quality/quantity
decision. That is, on the one extreme, for our data collection we could
have chosen a single standardized test of episodic memory and then
only gathered data for that specific measure. This has the advantage
that you can be rather confident that you are not comparing apples to
oranges. Instead, you will investigate a very specific measure that prob-
ably also corresponds to a rather narrow construct, meaning that you
might inspect just a sliver of the construct that you really are interested
in. This means, in turn, that your results, in theory, should be highly
reliable (as long as you find enough articles, which might be a problem
if you are using a very narrow measure) while the validity concerning
the more encompassing construct might be quite weak.
On the other extreme, which is closer to what we actually did, you can
chose to collect any measure that in some way relates to the construct
that you are interested in, meaning that you will cover many different
aspects of it, something that in theory should strengthen your validity.
In addition, since a bigger set of possible articles to draw from means
that you can get a larger sample, the reliability should also increase.
However, even if you have a larger sample, the fact that you also have
more tasks that might relate to the underlying construct to different
degrees means that even a balanced dataset (that is, where all type of
tasks are evenly represented) can lead to low validity. To combat this, it
would be possible to, for example, weight tasks differently depending
on how well they relate to the underlying construct. However, this

58



has the risk of becoming too arbitrary if one does not have a clear and
well structured idea of how to carry it out. Here, it might therefore
become necessary to divide the data into different subsets for further
analyses, something that we did ourselves with out type of material to
be remembered division (see section 2.1.3).

It should also be mentioned that there, of course, are other ways to af-
fect either the reliability or validity, regardless of this quality/quantity
aspect. For example, one could increase the reliability by applying some
sort of quality judgments of the studies that in turn would weight ar-
ticles differently. However, this would be very time consuming and
might be less effective than simply collecting more articles, if that is a
choice that can be made instead. The reasoning here could be that 100
rather low-quality studies still might give a better final estimate than
10 high-quality studies, given that the error variance for the former is
non-systematic in nature.

Depending on factors such as time and amount of data available, and
how clear of an idea that can be formed of the underlying construct, one
has to make a number of informed and pragmatic decisions regarding
the alternatives listed above. As described in section 1.4, episodic mem-
ory is a rather broad concept, referring to a set of multi-factorial/multi-
modal memory processes, and it is therefore hard to encircle it using
a narrow set of measures. Furthermore, to the extent that it is possi-
ble to construct relatively exhaustive tests of episodic memory, taking
into account different modalities and aspects of it, such tests are fairly
uncommon in comparison to more simple memory tasks that to some
extent can be seen as proxies to episodic memory, approaching it from
one of the many angles. So when choosing a rather liberal set of mea-
sures to represent episodic memory, there also is a very large set of
studies conducted that can be included. These factors, among others
(for example more practical concerns regarding how much time that
could be allocated to each phase of the data collection), contributed
towards us choosing a rather broad/permissive/liberal set of measures
and deciding against judging each study based on some form of quality
scale, opting to gather more studies instead. This means that the main
strength of the dataset (with regards to the perspective discussed in this
section) is its sheer size rather than its extremely precise nature.
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4.2 BIAS ANDQUESTIONABLE RESEARCH PRACTICES
Rather recently, psychology as a field has dealt with what some like to
call a replication crisis, that is, a situation where it has been shown that
a lot of the findings probably will not replicate.21 While this discussion
has been going on for a long time (see, for example, Francis, 2012;
Ioannidis, 2005b), with the underlying mechanisms for why this might
come about having been known since the birth of modern statistics, one
of the articles that really have helped to highlight this issue came out in
2015 (Open Science Collaboration, 2015). Here, 100 research teams
conducted exact replications of 100 different findings published in top-
ranked psychology journals. Replication success was tested in several
different ways. For example, out of the 97 studies that originally had
demonstrated significant results, only 36 of the replications showed sig-
nificant results as well. Also, the average effect size for the replications
was about half the size of the average effect size for the original stud-
ies. One way of explaining why these replications failed to such a large
degree is that the researchers in question simply were not good enough
at conducting the replications, thereby failing at it. However, speaking
against this interpretation, most experiments were conducted in col-
laboration with the original authors. Further, it could also be shown
that variables like the magnitude of the original effect size were better
predictors of whether the research would replicate than, for example,
the expertise level of the research team.
If it actually is the case that many results within psychology are false,
several different factors can be put forth to explain why that is. In this
regard, one sometimes talks about different questionable research prac-
tices (QRP). These include things like, for example, change or add to
the statistical analyses that are being performed until positive findings
show up, selectively reporting only dependent variables and analyses
that showed positive results, changing the hypotheses after inspecting
the data, choosing how to deal with outliers based on how they affect
the outcome, and continuously running statistical tests and stopping
the data collection once results are satisfactory. Researchers can also
choose not to publish negative results, or even be denied by journals if
trying, which can erroneously skew overall findings of a field.22 These
21However, this discussion is not unique to psychology (see, for example, Baker

and Penny, 2016; Begley and Ellis, 2012; Camerer et al., 2016; Ioannidis, 2005a).
22As an analogy, if a fisherman kept all the tunas that he caught but threw back all
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Figure 12: Figure 1 from John et al. (2012) where the black bars indi-
cate how large propor ons of researchers (from a sample of 2,155 aca-
demic psychologists in the U.S.) admi ed to having engaged in the QRP
in ques on. White bars indicate their es ma on of the propor on of
other academic psychologists that had engaged in it.

QRP can range on a spectrum from being relatively mild (for example
overselling the findings) to outright cheating (for example inventing
data; Neuroskeptic, 2012). In a survey carried out by John, Loewen-
stein, and Prelec (2012), it could be shown that many QRP are rela-
tively common among researchers (see Figure 12), with for example
almost 70% (the largest self-admission rate found) admitting to not
always report all dependent measures that they collected.
No matter the underlying reasons, it can be concluded that if the avail-
able research in a certain field were to deviate too much from the actual
truth, this would cause major problems when it comes to synthesizing
research, such as the studies in this thesis. One should therefore ask
to what extent different types of biases and QRP might influence the
results of this thesis. Thankfully, there are a number of circumstances
the pikes, examining what type of fish he brought back to shore would not be a good
strategy for drawing a conclusion of the ocean fauna. Worse yet, if some of the fishes
just were hallucinations (which could be argued to be the case when QRP have been
heavily used), this certainly would not help.
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that makes it possible to say something about this:
Several successive outcomes. Within many research fields, the
outcome of a study can often only be positive in one specific way
while still being consistent with the underlying theory. That is,
while it certainly is theoretically possible that cognitive behavioral
therapy could affect phobias negatively, such a finding would
probably be seen as a failure in finding something real. As such,
QRP would probably not tend to lead to this outcome, and studies
showing this would presumably not be published.
However, when approaching the research question if there are
sex differences for a certain skill or trait, probably all three major
conclusions — that women perform better, that men perform bet-
ter, and that there are no sex differences — could potentially be
counted as positive findings by most researchers. As such, even
if there were no sex differences, and even if QRP were in full ef-
fect, one would not expect either sex to ostensibly perform better.
Rather, studies showing either that men did better or showing
that women did better should be available to about the same ex-
tent. Bias inducing mechanisms are therefore less probable when
finding overall evidence that a certain sex performs better than
what would be the case in many other fields. Or at least, the bias
inducing mechanisms would have to be of a more complicated
nature, which is less probable.
Studies with other research questions. As already mentioned
in section 2.1.3 and presented in the result sections of Study I
and Study II, not all studies included in the dataset had the ex-
plicit goal of investigating sex differences. Rather, in a major-
ity (about 58%) something else was investigated, suggesting that
QRP should not be present for these, at least not in any obvious
way. This means that from the start, about half of the dataset
probably is not even susceptible to this type of bias, and as shown
in the bias analyses for Study I and Study II (see the results sec-
tions of these studies), whether sex differences were investigated
could not be shown to be an influential moderator.
Unpublished findings. As already mentioned in section 2.1.1,
about 40% of the data was sent to us from authors after having
queried them via email about this possibility. That is, this was
previously unpublished results that the authors themselves had
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not summarized and presented in the article. If data points from
studies where other research questions have been investigated are
somewhat protected from QRP, data points from studies where
the data was not even reported (and presumably, in a lot of cases
not even considered) should be even more protected. Obviously,
there is an overlap with the previous concept here, meaning that
most studies received from authors also fall into the category of
studies not investigating sex differences. In addition, both for
Study I and Study II (as shown in the bias analyses in their re-
spective result sections), whether the data was taken directly from
articles or received from authors could not be shown to affect the
effect size estimates.

Taken together, the reasons listed above should at least alleviate con-
cerns one might have about the underlying data being biased from QRP
in some way.

4.3 DEPENDENT DATA PROBLEM
As already mentioned, in section 2.1.2, the dataset that we used had a
form of hierarchical structure, with dependent data points. However, in
a standard meta-analysis, one of the many assumptions concerning the
underlying data is that each data point is independent from all the rest.
This means that in the total set of effect sizes, {e1, e2 . . . en} ∈ E, there
should be no clusters of effect sizes, {c1, c2 . . . cn} ∈ C ⊆ E, where
knowing the value of at least one of the cluster effect sizes, cx, will
enable you to better predict any of the remaining effect sizes in the
cluster, C \ cx, than any of the effect sizes outside of the cluster, E \ C.
A simple example where this assumption would be violated, even in a
dataset where each study only contributes with one data point, is if the
same sample of participants has been used in multiple studies. In this
case, knowing the effect size from one study where this sample was
used would help to better predict other effect sizes where this sample
also was used in comparison to effect sizes where it was not used.
This whole dependence issue is a problem because the underlying
model in a standard meta-analysis does not take it into consideration.
For example, imagine that you had three data points, each derived
from different studies, but with equal number of participants, where
the standardized differences (that is, Cohen’s d) are -1, 0, and +1 re-
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spectively. Given these numbers, you would have to estimate the true
mean difference for the population as 0. But what if you find out that
the first and second data points actually come from the same sample?
In your original prediction, you gave that sample an unfair weight since
it contributes toward two effect sizes and the other only one. To make
this point even more clear, imagine that you had 999 effect sizes from
one sample and 1 effect size from another. Giving the last effect size
the same weighting as any other would render it more or less mean-
ingless in the final estimate even though it would contribute with half
of the total amount of participants.
Now, it is important to realize that in practice, clusters like these will
always exist in the data, even if they are not as obvious as in the ex-
amples above. For example, effect sizes could originate from research
performed in the same country, from researchers adhering to the same
methodological school, or from experiments conducted in rooms with
the same color on the walls. In the end, what constitutes dependency
comes down to how much error one is willing to accept. That is, if the
color of the room is perceived to only affect the result in a minuscule
way, one can ignore this aspect. Most commonly, however, researchers
tend to assume that data points are independent from each other as
long as each data point is taken from a unique study.
As already mentioned, there is a clear and very influential dependency
structure in our dataset where each study can contribute with several
different samples, where each sample can contribute with several dif-
ferent encoding sessions, and where each encoding session can con-
tribute with several different measures. Fortunately, there are several
ways to deal with this problem (Hedges, Tipton, & Johnson, 2010;
Scammacca, Roberts, & Stuebing, 2014):

Ignoring it. One solution to the problem is to simply ignore it and
go ahead with the analyses anyway, something that might not be
that big of a deal if only a few data points are clustered. In certain
situations, this path can even give conservative results that can be
used to get a rough overview of the underlying patterns (Hedges
et al., 2010). However, this method is of course not recommended
when a high level of accuracy and power is needed.
Data reduction. The simplest and most straightforward way to
actually handle dependent data points (in contrast to just ig-
noring the problem) is to perform some kind of data reduc-
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tion/combination procedure to get a dataset without any depen-
dencies that is suitable for the standard meta-analytic method.
This could be done either (1) by choosing the most relevant data
point from each study or (2) by combining data points within each
study in order to end up with non-dependent measures (here, one
would sequentially have to combine data points on each hierarchi-
cal level, gradually merge combined data points from lower levels
until a final measure is achieved). Regarding the first option, this
would, in the case of multiple outcome measures, require one to
be able to understand which one of these that is the most rele-
vant, and in the case of several samples, one would simply have
to keep only one. Discarding data in this way is a problem since
this lowers the precision of the final measure. That is, imagine
that you measured something 100 times and then were forced to
just pick a single data point to keep. Obviously, as long as all type
of measurements are relevant, having more of them would enable
you to be more sure about the underlying distribution they were
sampled from.
Another problem here is that in order to derive a final variance
measure for the combination procedure, one also has to specify
an assumed correlation between the data points. If this correla-
tion is set to 1, it does not matter how many times you measure
something; the final measure will not be more precise than if you
only measured it once. On the other hand, if this correlation is
set to 0, gathering more data points will always increase the pre-
cision of the final measure. Correlations between data points can
often be hard to know (or even hard to just estimate), and they
might very well differ between different tasks, samples, and stud-
ies. This means that when not having access to the original raw
data of each study (which one very seldom do), the best one can
do is to err on the side of caution and choose a correlation that
almost surely is too conservative.
Finally, when using one of these methods, in order to carry out
moderator analyses with not more than two levels, one would first
have to derive two separate measures for each level within each
cluster (that still would be dependent in relation to each other)
and then subtract one from the other. This would result in a differ-
ence score for each cluster, that then could be used in a standard
moderator meta-analysis. However, performing moderator anal-

65



yses with moderators with even more levels is not possible when
using this method.
Specifying the covariance structure. If the covariance structure
between dependent data points, discussed above, is known or if a
reasonable estimation of it can be made, it is possible to to use it
within a multivariate model directly (see, for example, Hripsime
and Raudenbush, 1996). Here, if this covariance structure is ac-
curate enough, this method is the also the most accurate one to
use. However, as already touched on above, unless one has ac-
cess to the raw data, making the necessary estimations are both
very hard and time consuming. It is, however, also possible to
conduct sensitivity analyses, using different covariance structures
to see how the result may vary when utilizing different estimates.
Leaving out the covariance structure. As discussed several
times above, finding out or estimating the covariance structure
between dependent data points can be an extremely time-
consuming task, and in many cases it can be almost impossible
to derive good enough estimates. In these cases, there are two
methods that can be used: Robust variance estimation (Hedges
et al., 2010) and n-level meta-analysis23 (Konstantopoulos,
2011). Both these models can, albeit differently, handle not
having access to what degree dependent data points covary, and
also handle hierarchically clustered data.

Hoare (1980, p. 81) concluded that “there are twoways of constructing
a software design: One way is to make it so simple that there are ob-
viously no deficiencies, and the other way is to make it so complicated
that there are no obvious deficiencies.” The same thing goes for statis-
tics where you often have to choose between methods that are sim-
ple/easy to understand and methods that are more complicated/hard
to understand. As such, going with the simple alternative might be less
accurate but more transparent and easier to assess by a reader. On the
other hand, going with the more complicated option might be more
accurate (if one applies it correctly, which might be harder to do) but
23The term n here stands for the number of levels that the model has, where the

most simple meta-analytical model has two: One modeling the between-studies vari-
ance and onemodeling the within-studies variance (or error variance). As such, when
having clusters of studies from, for example, different research labs, this would war-
rant a three-level meta-analysis (with research labs being the third one).
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less transparent and harder to assess for the recipient.
For the data that constituted the basis of this thesis, going with any of
the first two methods (ignoring the problem or perform some kind of
data reduction) would, to paraphrase Hoare, be obviously wrong; us-
ing the data reduction method would still mean that data points were
dependent for moderator analyses with more than two levels.24 On the
other hand, the third alternative (specifying the covariance structures)
would require information that simply was not available, neither could
it be estimated in a reasonable way. Remember that the large hetero-
geneity of the different types of tasks would make it necessary to come
up with about as many dependency structure estimations as there are
unique tasks and ways of measuring the outcomes of those very tasks.
Thus, we are left with the fourth, fairly complicated alternative (leav-
ing out the covariance structure), which might be quite hard for the
general reader to grasp. Here, I opted for n-level meta-analyses, some-
what because of the incidental circumstances that a reviewer of Study I
suggested it and that I already had some experience using the Metafor
package (Viechtbauer, 2010) for R, which has the capacity to carry out
these type of analyses.

4.4 ETHICAL CONSIDERATIONS
Before ending this thesis, I should spend some time reflecting on possi-
ble ethical problems with the studies that we conducted when it comes
to how it was being done (while section 1.3 more deals with aspects of
why it should be done). In Study I, II, and III, all analyses are based on
the same dataset, a dataset that is made up of aggregated numbers from
already published articles and open databases. In some cases, we re-
ceived data from authors, but the form of this data did not differ from
what already was published (that is, aggregated numbers describing
groups). Further, the open databases we used were, as the name sug-
gests, more or less open already, available for just about anyone who
can manage the hassle of going through a short registration process.
24Even if, for Study I, we used the data reduction method (more specifically, the

combination procedure) to compute descriptive effect sizes for each study in Table S2
(not included in this thesis; see Asperholm, Högman, et al., 2019) and to generate
the data points that made up the basis for the funnel plots for each material category
subset in Figures S2 to S10. The exact method that was used for this combination
procedure is described in the caption of Figure S1 (which is included in this thesis).
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As such, the data and results are not any more traceable back to the
original participants than they were in their original form in the differ-
ent articles and open databases (if anything, it is harder). No ethical
concerns with regard to the anonymity of participants should therefore
be present for these studies.
However, while the tasks that were investigated in our dataset can be
said to probably not cause any harm to the participants, it is of course
impossible to guarantee this or that other unethical research practices
were not utilized. Scientific journals have certain standards that the
authors need to follow in order to get published, but these standards
can still be circumvented since no rigorous control normally is being
performed. As such, it could be the case that we, to a certain extent,
base our findings on unethical studies. However, we have no indica-
tions that this would be the case, and even if it unbeknownst to us
were the case, it is debatable to what extent this would further hurt the
participants.

4.5 CONCLUDING THOUGHTS
As with all scientific endeavors, pretty much nothing is ever the final
nail in the coffin for anything. Within the span of a Ph.D., you can
often, at best, hope to nudge the knowledge within a field in one way or
another. For this thesis, I hope (and feel) that I have contributed to this
nudging process. The results presented might not have been extremely
novel, but they have nevertheless hopefully helped us to get a more
firm grip about the state of things when it comes to sex differences in
episodic memory.
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